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Chapter 1

1 Introduction

Background and Site Description

Urbanization and anthropogenic influences from metropolitan areas of
San Juan, Puerto Rico, have significantly impacted the water quality of the
San Juan Bay Estuary (SJBE) system. Water quality impacts consist of
eutrophication (i.e., nutrient enrichment), depressed dissolved oxygen
(DO) concentrations, high concentrations of fecal coliform bacteria (FCB),
an indicator of pathogens, and the presence of toxic substances. Portions of
the SJBE system may have less than adequate flushing characteristics to
assimilate pollutant loadings.

The San Juan Metropolitan area includes thirteen municipalities located
on the north coast of Puerto Rico. Within this region, the municipalities of
Toa Baja, Catafio, Guaynabo, Bayamoén, San Juan, Trujillo Alto, Carolina,
and Loiza share part of their territories with the SIBE or its watershed.
Over 700,000 people live in the 240-km? SIBE drainage basin, of which
215 km? is land and 25 km? is covered with water.

The SJBE consists of five embayments (see Figure 1-1). From west to
east these include: Bahia de San Juan, Laguna del Condado, Laguna San
José (including Laguna Los Corozos), Laguna La Torrecilla, and Laguna
de Pifiones. San Juan Bay (ca. 7 km?) contains navigation channels, and
the shoreline is highly developed. Laguna del Condado is a relatively small
lagoon adjacent to an ocean inlet which keeps it well flushed. Laguna San
José (4.6 km?) is the innermost lagoon which is shallow (mean depth of
1.5 m) and has the least tidal fluctuation of 5-10 cm with the tidal range in
San Juan Bay and Laguna La Torrecilla being about 60 cm. As a result
Laguna San José experiences little tidal flushing. Laguna La Torrecilla
(2.5 km?) is connected to the ocean by Boca De Cangrejos and is bordered
mostly by mangrove trees. Laguna de Pifiones is connected to Laguna La
Torrecilla through a small tidal creek with a width and depth of less than
5 m and 1 m, respectively. As a result, as in Laguna San José, tidal flush-
ing in Laguna de Piflones is also small. Laguna de Pifiones is surrounded
by a large mangrove forest which can influence water quality in that
lagoon.

Introduction
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Figure 1-1.

The San Juan Bay and Estuary system, San Juan, PR

The bay and lagoons are connected by narrow channels as shown in
Figure 1-1. The two most distinct channels are Cafio Martin Pefia and
Canal Suarez. Cafio Martin Pefla, which connects Laguna San José and San
Juan Bay, is about 6 km long with a width that varies from a few meters at
its eastern end to about 100 m at its western end with a dredged depth of
3.6 m. The average depth of the canal is about 1.2 m. The narrow, shallow
constriction along the eastern end of Cafio Martin Pefia is due to sedimen-
tation and debris and greatly impedes flushing of Laguna San José. As a
result, the eastern portion of Caflo Martin Pefia and Laguna San José¢ have
the poorest water quality. Canal Suarez, which connects Laguna San José
and Laguna La Torrecilla, is approximately 4 km long with widths ranging
from greater than 30 m to less than 5 m where a major road crosses the
canal. Depths of Canal Suarez range from as great as 10 m where dredging
has taken place to less than 1 m at the narrow constriction. This constric-
tion contributes to the reduced tidal range in Laguna San José. The SJBE
system opens to the ocean at three locations, San Juan Bay, Laguna del
Condado, and Laguna La Torrecilla.

Portions of the system have been altered due to dredging. An 11.9-m-
(39-ft-) deep navigation channel traverses the interior and the perimeter of
San Juan Bay. Borrow pits exist within Laguna del Condado, Laguna San
José, and Laguna La Torrecilla where sand and fill mining occurred for the
development of residential and service facilities, such as the Luis Mufoz
Marin International Airport. The borrow pits are as deep as 10-18 m and
are chemically stratified. Thus, the waters in the pits are low in DO and
high in dissolved substances, including nutrients and chemical oxygen
demand.

Chapter 1
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Chapter 1

Treated municipal wastewater has been discharged off the coast since
1986. However, pollutants still enter the SIBE system from combined
sewer overflows; runoff from residential, agricultural, and industrialized
areas; faulty sewage lines; and un-sewered residential areas. Cafio Martin
Pefia receives considerable untreated domestic wastes from adjacent resi-
dential areas. Storm water is collected and pumped directly into the SJBE
or indirectly through its tributaries by a total of 12 pump stations that have
a combined maximum capacity of over 900,000 gpm (56.8 m3/s). Pumped
storm water is untreated and can contain pollutants. Additionally, pollutant
loads can enter via freshwater inflow tributaries which enter the system
through the Puerto Nuevo River, Malaria Channel, and three creeks, Juan
Meéndez, San Anton, and Blasina (see Figure 1-1). Freshwater flows are
quite flashy as they are driven by local rainfall, and their water quality is
dominated by local wash-off. There are no significant waste-water dis-
chargers in the system, although there are two cooling water discharges
from power plants.

Habitat loss has occurred within the system as a result of direct (e.g.,
construction, dredging, filling) and indirect impacts. Increased sediment
runoff and eutrophication have increased water turbidity to the extent that
benthic primary production is no longer possible in many locations. Water
quality is poor in some areas of the system due to eutrophication and FCB
contamination. Solid waste disposal is a problem within Cafio Martin Pefia
as a result of inadequate waste collection from low income areas lining the
canal.

Objective and Scope

San Juan Bay Estuary is one of the estuarine systems included in the
U.S. Environmental Protection Agency’s National Bay and Estuary Pro-
gram (NEP; U.S. Environmental Protection Agency 1993). The NEP was
started in 1987 as part of the Clean Water Act to protect and restore estuar-
ies while supporting economic and recreational activities.

One of the goals of the San Juan Bay Estuary Program (SJBEP) and the
Environmental Quality Board of Puerto Rico included the development of
a hydrodynamic and a water quality model of the SIBE system for use in
determining effective alternatives for water quality improvement and pre-
dicting the impacts of future development. The study reported herein was
conducted to satisfy this goal. The objective of this study included devel-
opment of such models and application of the models to evaluate the effec-
tiveness of management alternatives on water quality improvement.
Management alternatives considered included methods to increase system
flushing and reduce pollutant loadings.

This study included four components: (1) bathymetric surveys;
(2) hydrodynamic field data collection; (3) water quality data collection;
and (4) hydrodynamic and water quality modeling. The first three

Introduction



components were necessary to conduct the fourth. Recent bathymetric sur-
veys were necessary for model input since considerable dredging, filling,
and sedimentation had occurred since the last survey. Bathymetric data
collection was conducted through contract by CESAJ. Recent data collec-
tion efforts did not contain the information required for hydrodynamic and
water quality model calibration, thus, it was necessary to conduct compo-
nents (2) and (3). These two efforts and the resulting data are documented
by Kennedy et al. (1996) and Fagerburg (1998). Much of the data collected
from components (2) and (3) are shown within this report where model
results are compared against field observations to assess model accuracy.

There are many potential future uses for these models for evaluating the
effects of changes in system hydrology, structural features, and/or pollutant
loadings on circulation and water quality. These models can serve as valu-
able tools to help guide management and monitoring of the SJIBE.

This report presents the approach, descriptions of the hydrodynamic and
water quality models, including their input data, adjustment/calibration and
skill assessment, methods used for and results of management scenario
simulations, and conclusions and recommendations.

Chapter 1 Introduction



2 Approach

Depths within SJBES range from about 1 m to 20 m. Since the water
column density and related water quality variables experience significant
variation over the water depth in the deeper channels and borrow areas, a
three-dimensional (3D) model was recommended. However, shallow areas
were represented as vertically mixed (i.e., one layer), and the connecting
channels were represented as laterally mixed (i.e., one segment wide) in
some areas.

Numerical, 3D hydrodynamic and water quality models were used to
simulate the effects of strategies to increase flushing and reduce pollutant
loadings. The hydrodynamic model (HM) and the water quality model
(WQM) were indirectly coupled without feedback. This means that the HM
was executed and results were saved for subsequent use by the WQM to
drive its transport terms. Hydrodynamic results were saved as hourly aver-
ages and used to provide hourly hydrodynamic updates to the WQM. Feed-
back from the WQM to the HM was not necessary since temperature and
salinity, which affect water density and thus the hydrodynamics, were
included in the HM simulations. Other water quality variables simulated by
the WQM have an insignificant effect on water density. The models used
the same computational grid but different time steps. The HM time step
was one minute, whereas the WQM time step was variable and on the order
of tens of minutes.

The 3D numerical hydrodynamic model, CH3D-WES (Curvilinear
Hydrodynamics in 3 Dimensions, WES version), was used for this study.
The WES version of a former model (CH3D) was developed by Johnson et
al. (1991 and 1993). Physical processes in the model include tides, wind,
density effects, freshwater inflows, turbulence, and the effect of the earth’s
rotation. As its name implies, CH3D-WES makes hydrodynamic computa-
tions on a curvilinear or boundary-fitted planform grid. However, the verti-
cal dimension is Cartesian which allows for modeling density stratification
on relatively coarse grids. Shallow areas can be modeled with one layer
which effectively treats such areas in a vertically averaged sense.

The CE-QUAL-ICM (referred to as ICM) multi-dimensional, water

quality model (Cerco and Cole 1995) was used for this study. ICM uses the
integrated compartment method (thus ICM) for numerical treatment, which
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is the same as a finite volume approach. This model was originally devel-
oped during a study of Chesapeake Bay (Cerco and Cole 1993 and 1994,
Cerco 1995a and 1995b) and has subsequently been applied to other sys-
tems, including lower Green Bay (Mark et al. 1993), Newark Bay (Cerco
and Bunch 1997 and Cerco, Bunch, and Letter 1999), New York Bight
(Hall and Dortch 1994), Indian River and Rehoboth Bay, Delaware (Cerco
et al. 1994 and Cerco and Seitzinger 1997). This model can and has been
linked to a variety of hydrodynamic models for transport. However, the
most common linkage is to CH3D-WES. The WQM has multiple water
quality state variables, including temperature, salinity, DO, various forms
of nitrogen, phosphorus, silica, and carbon, suspended solids, and
phytoplankton. The model also includes a benthic sediment diagenesis
submodel (DiToro and Fitzpatrick 1993) that simulates the decay and min-
eralization of bottom organic matter (e.g., settled algae) and the resulting
nutrient and DO fluxes between the sediments and water column. The sedi-
ment diagenesis submodel dynamically couples sediment-water column
interactions. For example, pollutant loading changes eventually affect sedi-
ment oxygen demand, which affects water column DO. Thus, this approach
extends the credibility of the model for predicting future water quality. For
this study, the WQM included the following 16 state variables:

* temperature

e salinity

e dissolved oxygen

* phytoplankton (one group)

e dissolved organic carbon

e particulate organic carbon

e particulate organic nitrogen

e dissolved organic nitrogen

* nitrate+nitrite nitrogen

° ammonium nitrogen

e particulate organic phosphorus
e dissolved organic phosphorus

e total inorganic phosphorus (with partitioning to dissolved and
particulate phases)

e chemical oxygen demand (released from sediments)
e total suspended solids

¢ fecal coliform bacteria

In previous applications, models would be calibrated with one data set,
then run with another independent data set, without changing any model
parameters to verify model accuracy and adequacy for making predictions.
In practice, if the verification was considered insufficiently accurate by the
modelers, the parameters would be adjusted, and both the calibration and
verification data sets would be re-run to assess accuracy of each. This
process would be repeated until the model demonstrated acceptable
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accuracy for both the calibration and verification periods using the same
coefficients. If the modelers were furnished a third data set, then all three
periods would be used. In fact, modelers are data hungry and will use data
whenever available to adjust/calibrate their models, with the hope of find-
ing universal coefficients that are satisfactory for all periods. This proce-
dure is basically the same as using all available data sets for model
adjustment/calibration and assessing the accuracy, or skill, of the calibra-
tion. Therefore, the term “verification” has been recently dropped from the
process and replaced with “skill assessment.” As an example, the Chesa-
peake Bay model (Cerco and Cole 1994) was calibrated and the skill
assessed for a continuous three-year period, rather than calibrating for one
or two years and verifying for another. This was a truly tough test of the
model since it was run continuously for the three years where errors from
one year were passed to the next. The model evaluation group for the
Chesapeake Bay study knew that essentially the modelers would use all
three years anyway to calibrate the model, so why not just calibrate all
three years together? Thus, calibration/adjustment and skill assessment
were conducted in the Chesapeake Bay study rather than calibration and
verification, and this was the approach used in the present study.

The terms model adjustment and model calibration are used for the HM
and WQM, respectively. The primary difference in these terms is that HM
adjustment is limited to a few parameters, whereas WQM calibration can
involve varying a host of parameters that affect water quality kinetic rates
and transfers. Due to study funding constraints, it was possible to collect
data from only one time period for use in model adjustment/calibration and
skill assessment. Ideally, it is desirable to have data from multiple time
periods, or to have data from a long period of time so that the model can be
evaluated for a large range of conditions.

HM and WQM adjustment/calibration were accomplished with data col-
lected over approximately two months during the summer of 1995.
Summer conditions generally result in the most severe water quality condi-
tions due to increased stratification and warmer water. The hydrodynamic
data collection period extended from 22 June 1995 through 19 August
1995. The water quality data collection period extended from 26 June 1995
through 2 September 1995. Locations where surface water quality was
sampled during this period are shown in Figure 2-1. Both models were
applied for this approximately two-month period during model adjust-
ment/calibration and skill assessment.

Each management scenario simulation was conducted using conditions
from the summer of 1995 for boundary conditions for freshwater flows,
tides, winds, meteorological, and water quality. However, it was necessary
to run the WQM longer than the summer season in order to bring the
system to a new state caused by altered circulation and/or loadings. Thus,
for each simulation scenario, numerous runs of the WQM were made
where each successive run used results from the previous run as initial con-
ditions. This process was continued until water quality variables reached a
new equilibrium condition, which required approximately eight months of
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Figure 2-1.  Water quality stations, San Juan Bay Estuary, summer 1995

water quality model simulation time. This procedure required using the
HM output record repeatedly, or looping the hydrodynamics, to drive the
WQM for longer periods. This approach approximated the long-term,
steady-state response of the system to various management alternatives.
The WQM required a relatively short time to reach equilibrium compared
to other systems, which required on the order of several years. The part of
the reason for this is believed to be due to the fact that relatively small
changes in nutrient loadings to the system and/or system flushing charac-
teristics were evaluated which required less time to reach equilibrium.
Additionally, the model was repeatedly applied to warm-water conditions
which accelerate reaction rates thus decreasing the time to reach
equilibrium.

The results of each management scenario were then compared with
results for a baseline scenario (Scenario la) which represented present con-
ditions for circulation and loadings. The methods used in conducting sce-
nario simulations are explained in more detail in Chapter 4. Looping the
hydrodynamics to drive the water quality model to a long-term,
steady-state, summer condition for scenario evaluations is considered a
conservative approach, i.e., providing results that favor degraded rather
than improved water quality, since summer conditions, which favor
degraded water quality, do not persist repeatedly for long time frames.
Management Scenarios 1b and lc involved channel expansions in Cafio
Martin Pefa. Scenario 2 involved filling dredged material borrow pits pri-
marily in Laguna San José. Scenarios 3 and 4 evaluated channel expansion
and a one-way tide gate in Canal Suarez, respectively. Scenarios 5a and 5b
consisted of reductions of un-sewered loads to Cafio Martin Pefia and
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removal of pump station loads at the Baldorioty de Castro outfall in north-
ern Laguna San José, respectively. Scenarios 6a and 6b were limited com-
binations of the above scenarios. The location of each management
alternative is shown on the map of Figure 2-2.

i Scenario 6a = 1c + 5a + 5b
Atlantic Ocean
Scenario 6b = 6a + 2
Scenario 5b
< Scenario 2
@ Ry
@ Bahia de Laguna : ?
3 SanJuan Condado Scenario 5a g '%.e" '
- % (%
]
H
© Scenario 4 a
& S G %
>
% %Q"’& cand = 5
% 2
% ( T Laguna ]
e San Jose
\“
Scenario 1b Scenario 3 )
Margarita Scenario 1c
\
Rio Piedras Juan Mendez San Anton Blasina
Figure 2-2.  Locations of management alternatives (scenarios) in the San Juan Bay Estuary system
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3 The Hydrodynamic Model

General

As noted, a 3D numerical hydrodynamic model of the San Juan Bay
Estuary System has been developed to provide flow fields to the 3D water
quality model of the system. As discussed in Chapter 2, to aid in model
adjustment and skill assessment and to provide boundary conditions for
production runs, a field data-collection effort was conducted during
June-August 1995 (Fagerburg 1998). Water-surface elevations, salinity,
and water-velocity data were collected at several locations. The short-term
data were collected over 17-19 August 1995 when the crew went back to
remove the long-term instruments. These data included Acoustic Doppler
Current Profiler (ADCP) data collected over several ranges in an attempt
to define the water flux through the connecting canals of the system.
Model adjustment has primarily revolved around reproducing the observed
tides throughout the system, reproducing the extreme stratification in salin-
ity that often exists in the canals, and reproducing the net flux through the
Martin Pefia and Suarez Canals.

The verified numerical hydrodynamic model has been used to generate
flow fields for various scenarios expected to improve the water quality of
San José Lagoon. These include widening and deepening the Martin Pefia
Canal, removing a bridge from Suarez Canal that severely restricts the
tidal flow, filling dredged holes throughout the system, and installing a tide
gate in the Suarez Canal.

Discussions of the model adjustment and skill assessment effort and
results from the scenario runs are presented in Chapters 6 and 8, respec-
tively. In this chapter, theoretical details of the 3D numerical model are
provided along with discussions of the computational grid and boundary
forcings employed in its application to the San Juan Bay Estuary System.
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CH3D-WES Description

The basic model (CH3D) was originally developed by Sheng (1986) for
the U.S. Army Engineer Waterways Experiment Station (WES) but was
extensively modified in its application to Chesapeake Bay. These modifica-
tions have consisted of different basic formulations as well as substantial
recoding for more efficient computing. As its name implies, CH3D-WES
makes hydrodynamic computations on a curvilinear or boundary-fitted
planform grid. Physical processes impacting bay-wide circulation and ver-
tical mixing that are modeled include tides, wind, density effects (salinity
and temperature), freshwater inflows, turbulence, and the effect of the
earth’s rotation.

Adequately representing the vertical turbulence is crucial to a success-
ful simulation of stratification/destratification. What is referred to as a k-€
turbulence model is employed. The boundary-fitted coordinates feature of
the model provides enhancement to fit the irregular shoreline configuration
of the San Juan Estuary system and permits adoption of an accurate and
economical grid schematization. The solution algorithm employs an exter-
nal mode consisting of vertically averaged equations to provide the solu-
tion for the free surface to the internal mode consisting of the full 3-D
equations. Model details are discussed below.

Basic Equations

The basic equations for an incompressible fluid in a right-handed Carte-
sian coordinate system (X, y, z) are:

Ou Ov 0w

4+ =

Ox ay 0z (31)
u 0u’ Ouv  Ouw _ 10p, @
—_—t—t—t—=fy—— =

ot Ox Oy Oz p Ox Ox

J o oul 6@4 @
+—
ayEAHayD 0z

3.2)
ov Ouv Ov +6v_w p 1 ap 0 @4 @
at o ay 0z p dy ax
D avD 0 @A @
ay D ﬁyD 0z (3.3)
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L= pg
az (3.4)

or auT ovT 6wT
at ox 6y 0z

@K OD GTD 6@( @
ayD ayD 0z

(3.5)
6S OuS avS awS
at ox ay 0z
_a @K asg, o0, as0, 9 @K @
ox 0 7 ox ayD ayD 0z (3.6)
p=p(r.5) (3.7)

where

(u, v, w) = velocities in x-, y-, z-directions
t= time
f= Coriolis parameter defined as 2Qsin @ where Q is the
rotational speed of the earth and ¢ = latitude
p = density
p = pressure
Ky; = horizontal turbulent eddy coefficients
A, K, = vertical turbulent eddy coefficients
g = gravitational acceleration
= temperature
= salinity

Equation 3.4 implies that vertical accelerations are negligible. Thus, the
pressure is hydrostatic.

Various forms of the equation of state can be used for Equation 3.7. In
the present model, Equation 3.8 is used:

p=P/(a+0.698P) (3.8)

where
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P= 5890 + 38T - 0.375T% + 3S
o= 1779.5 + 11.25T - 0.0745T>

and T is in degrees Celsius (°C), S is in parts per thousand (ppt), and p is
in g/cm3.

Working with the dimensionless form of the governing equations makes
it easier to compare the relative magnitude of various terms in the equa-
tions. Therefore, the following dimensionless variables are used:

(u*,v*,w*): (u,v,wX, /Z,)/ U,

(x*,y*,z*) = (x,y,er /Zr)/ X,

() =(ra) 0z,
= of

(*=gC/ fUX,=L/S,
p*=(p-p,)/ (P, - P.)

r=(r-1,)/(,~1,)

A, = A,/ A,

A=A,/ A,

K, =K, /K,

K =K, /K,
where

(e

JO . . S
?7 = wind stress in x-, y-directions
( = water-surface elevation

P> Ty = typical values for the water density and temperature
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andS, T, U, p, X, Z,A

e Ayp Ky and K are arbitrary reference val-

ues of the salinity, temperature, velocity, density, horizontal dimension,
vertical dimension, horizontal viscosity, vertical viscosity, horizontal dif-
fusion, and vertical diffusion, respectively. This then yields the following
dimensionless parameters in the governing equations:

a.

Vertical Ekman number:
E,=A,/Z;

. Lateral Ekman number:

Ey= Ay / X}

Vertical Prandtl (Schmidt) number:
Pr,=4,/K,

Lateral Prandtl (Scmidt) number:
Pry = Ay, / Ky,

Froude number:
F.=U,/(gz)"(6.26)

Rossby number:
RO = Ur /ﬂr

Densimetric Froude number:
Fr,=F. /O

where

0= (p,-p,) /P,

External-Internal Modes

The basic equations (Equations 3.1 through 3.8) can be integrated over
the depth to yield a set of vertically integrated equations for the water sur-

face,

¢, and unit flow rates U and V in the x- and y-directions. Using the

dimensionless variables (asterisks have been dropped) and the parameters
previously defined, the vertically integrated equations constituting the
external mode are:

14

0¢ + EBU+6VD

o TPHay o,

(3.9)

a_U: _HE-}-TSX _Tbx v
ot Ox
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2
Fr;, 2 Ox (3.10)
T SO
ot dy

vE, @A D oy
5 y "oy Eﬂ
__R, H0p
2
Fr; 2 0y G3.11)

where

B= gz / X} =(R,/F)’
H = total depth

T, T, = surface and bottom shear stresses

As will be discussed later, the major purpose of the external mode is to
provide the updated water-surface field.

The dimensionless form of the internal mode equations from which the
3-D velocity, salinity, and temperature fields are computed are:

Ohu _ Ohu
s 9
ot Ox

[(Dhuu 4 Ohuv + Ohuwl
OH Ox oy 0z

-R
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" — _ [Buh N ovhll
k+1/2 = Wi-1/2 BE X 1)
OhT _ E, i@( 6_T§_R :BhuT ohvT 6thD
ot  Pr, oz Jox dy oz
L Ey L0 @KHahTE 0 EK ohT [
Pry, Ox oy oy (3.15)
OhS _ E,6 0 6_S§_ R LDAhuS N ohvS . ohwS U
o Prv 0z0" 0z ’0 ox oy 0z
v En Lo ons[, 0 O, onsJ
@KH_ +_HKH_
PrH ox U ody oy (3.16)

In these equations h is the thickness of an internal layer, w is the vertical
component of the velocity, and k+1/2 and k-1/2 represent the top and bot-
tom, respectively, of the kth vertical layer.
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Boundary-Fitted Equations

To better resolve complex geometries in the horizontal directions, the
CH3D-WES makes computations on the boundary-fitted or generalized
curvilinear planform grid shown in Figure 3-1. This necessitates the trans-
formation of the governing equations into boundary-fitted coordinates
(&,n). If only the x- and y-coordinates are transformed, a system of equa-
tions similar to those solved by Johnson (1980) for vertically averaged
flow fields is obtained. However, in CH3D-WES not only are the x- and
y-coordinates transformed into the (&,n) curvilinear system, but also the
velocity is transformed such that its components are perpendicular to the
(&,n) coordinate lines; i.e., contravariant components of the velocity are
computed. This is accomplished by employing the following definitions for
the components of the Cartesian velocity (u, v) in terms of contravariant

components u and v

u:x2u+xnv

v=y€;+ynv

along with the following expressions for replacing Cartesian derivatives

£o= 2 ) - (62) ]
n= 3l )]

where J is the Jacobian of the transformation defined as

J = Xe vy T X Vg
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Figure 3-1.

Numerical grid of San Juan estuarine system
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With the governing equations written in terms of the contravariant compo-
nents of the velocity, boundary conditions can be prescribed on a

boundary-fitted grid in the same manner as on a Cartesian grid since u
and v are perpendicular to the curvilinear cell faces (e.g., at a land bound-

ary, either u or v is set to zero).

Initially the vertical dimension was handled through the use of what is
commonly called a sigma-stretched grid. However, with a sigma-stretched
grid, the bottom layer in one column communicates with the bottom layer
in an adjacent column. Thus, if depth changes are rather coarsely resolved,
channel stratification cannot be maintained. As a result, the governing
equations, Equations 3.17-3.21, presented for solution on the Cartesian or
z-plane in the vertical direction are the ones constituting the internal mode.

With both the Cartesian coordinates and the Cartes1an velocity trans-

formed, the following boundary-fitted equations for u,v,w,S,and T to
be solved in each vertical layer are obtained.

Ohu _ 06, & _G,, 80, h 00
o h ng 7 0I‘]H J(G12“+G22V) 'Jz ﬁ(-]yihuu

o %(szh;ﬁ+anh;\_z)

+ gy, v Y % (v + Jynh\_zx_z)]—

0 — ——\0 — —
+%(Jxahuv + anhvv)H- R, [(wu)mp - (wu)bm]

- - O
e, 0, 240 -y 0f) g R EfGn 00
o azgop 0 azuma Fr} gDJZ &

Gzz opd

77 on Hdz[[+ Horizontal Diffusion

(3.17)

om __,0 Gy &, G, 0_ R [0
—h[F—2L >+ 1L G, u+G,v Ty, hu
o0 0O JloE J? anD J(” ! ) (yg

+Jy, huv)+ — (Jthu\_z + Jynhvvﬁ* oY 10 (Jthu; + anh;\_z)

+a‘?] (s v+ s, o) R, owv) = (), 5
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+ Horizontal Diffusion (3.18)
me = Wbor - l M + aJVhH
AN on O (3.19)
ahS _E R, @h]uS +0thSH

ﬁbotm J D az ar] |:|

-R, [(WS )mp - (wS )bot] + Horizontal Diffusion

(3.20)
OhT _ E_ % D R, @ athTD
01 o«F J 0 OE on D
- Ro[(wT )mp - (wT )but ] + Horizontal Diffusion (3.21)
where
Gy = x +¥
_ 2 2
Gy = Xt
G,= G,y = XgXp + YeVn
Similarly, the transformed external mode equations become:
a Ea(a] +a_D ’
£ no (3.22)
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o (T TP+ 5 OV a5 7

R, H’O, 0p opU
+T g =Ty ——2 6o~ G-
€ bE Frf) 2 0 22 0E 12 ar]D
+ Horizontal Diffusion (3.23)
oV __HO . o,
o H e ”a S (e ar)
R,x; 0o

0 %T(Jyz UU +Jy, UV) + %(JyE uv +Jy, VV)%

+ 80 20 (e U+, U7 )+ 2 (s UV + 77\
T e on 0
R H’[ op .
Tl Ty ~—=5— +G
M Rl 2 HC 3 ”a H
+ Horizontal Diffusion (3.24)

where U and V are contravariant components of the vertically averaged
velocity.

Equations 3.22-3.24 are solved first to yield the water-surface eleva-
tions, which are then used to evaluate the water-surface slope terms in the
internal mode equations. The horizontal diffusion terms are given in
Appendix A.

Numerical Solution Algorithm

Finite differences are used to replace derivatives in the governing equa-
tions, resulting in a system of linear algebraic equations to be solved in
both the external and internal modes. A staggered grid is used in both the
horizontal and vertical directions of the computational domain. In the hori-
zontal directions, a unit cell consists of a {-point in the center (; J) a
U-point on its left face (U, ) and a V-point on its bottom face (V ) In the
vertical direction, the Vertlcal velocities are computed at the “full” grid
points. Horizontal velocities, temperature, salinity, and density are com-
puted at the “half” grid points (half grid spacing below the full points).
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The external mode solution consists of the surface displacement and

vertically integrated contravariant unit flows U and V. All of the terms in
the transformed vertically averaged continuity equation are treated implic-
itly whereas only the water-surface slope terms in the transformed verti-
cally averaged momentum equations are treated implicitly. If the external
mode is used purely as a vertically averaged model, the bottom friction is
also treated implicitly. Those terms treated implicitly are weighted
between the new and old time-steps. The resulting finite difference equa-
tions are then factored such that a &-sweep followed by an n-sweep of the
horizontal grid yields the solution at the new time-step.

Writing Equations 3.11 as

@+—D 0

az DaE onQd (3.25)
oU H ., ol _
o Y

(3.26)
v H . ol _
E"'F ua-N

(3.27)

where M and N are the remaining terms in Equations 3.10 and 3.11, the
&-sweep is

(3.28)
where 0 is a parameter determining the degree of implicitness and
_7+1 eAtHGZZ _ AZHG” n_zn n
v +W(Z” )20~ (1-8) T nES? (6720, ) ot (3.29)

The n-sweep then provides the updated ¢ and V atthen + 1 time level.

n Ot n+l —n+l *
n-—sweep — ZH BA_n%;i’jH_Vij %:Zid_
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—(1—9)2_;§:j+1 -7, B AA:] EHNE =

(3.30)
and
—n+l eAtHG n+l n+l
Vij +T‘]2”( ij+l _Zij )
MNHG n
_(1_9) 2 (Zlﬁl Zu)+AtN
AnJ (3.31)

A typical value of 8 of 0.55 yields stable and accurate solutions.

The internal mode consists of computations from Equations 3.17-3.21

for the three velocity components u, v, and w, salinity, and temperature.
The same time-step size is used for both internal and external modes. The
only terms treated implicitly are the vertical diffusion terms in all equa-
tions and the bottom friction and surface slope terms in the momentum
equations. Values of the water-surface elevations from the external mode
are used to evaluate the surface slope terms in Equations 3.17 and 3.18. As
a result, the extremely restrictive speed of a free-surface gravity wave is
removed from the stability criteria. Roache’s second upwind differencing
is used to represent the convective terms in the momentum equations,
whereas a spatially third-order scheme developed by Leonard (1979) called
QUICKEST is used to represent the advective terms in Equations 3.20 and
3.21 for salinity and temperature, respectively. For example, if the velocity
on the right face of a computational cell is positive, then with QUICKEST
the value of the salinity used to compute the flux through the face is

U 7 rfO
/ EU
E a l+1jk +S[—1,_/,k)

R ==\ T k)~
S 2(S e Siiin)

|~

U.,, Ot
_i—l Lk (Si+1 kTS 'k)
2 AE 5 I 5S> (3 32)

Turbulence Parameterization

The effect of vertical turbulence is modeled using the concept of eddy
viscosity and diffusivity to parameterize the velocity and density correla-
tion terms that arise from a time averaging of the governing equations. The
eddy coefficients are computed through the implementation of what is
referred to as a k-[] turbulence model. This model is a two-equation model
for the computation of the kinetic energy of the turbulence (k) and the
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dissipation of the turbulence ([J). Both time evolution and vertical diffu-
sion are retained, and the efffects of surface wind shear, bottom shear,
velocity gradient turbulence production, dissipation, and stratification are
included. The basic idea behind the k-1 turbulence model (Rodi 1980) is
that the vertical eddy viscosity coefficient can be related to the turbulent
kinetic energy per unit mass, k, and its rate of dissipation, [J, and an empir-
ical coefficient (¢, = 0.09) by:

2
A, =c, k—
O (3.33)
The transport equation for the turbulence quantities are:
a(gk) _aiEAZg_kE:(pz- 0+G)
t zO " 0z0O (3.34)
o0 o004 000 0 O 0O
A S e
£ 0zl0g 0z (3.35)

in which o, = 1.3, ¢ = 1.44, and ¢, = 1.92 (Rodi 1980). The source and
sink terms on the right-hand side of Equations 3.34 and 3.35 represent me-
chanical production of turbulence due to velocity gradients, P_, and buoy-
ancy production or destruction in the stable stratified condition, G. Surface
(s) and bottom (b) boundary conditions for the turbulence quantities are
specified as:

U?
k. =
s,.b c
v (3.36)
3
O ="
Tk (3.37)

where K is the von Karman constant ( = 0.4). The friction velocity used for
the surface boundary condition is defined as the square root of the resul-
tant wind shear stress divided by the water density. The bottom friction ve-
locity is computed in an identical way with the wind shear stress being
replaced by the bottom shear stress. The suppression of the vertical
diffusivity by stratification is given by:

K. =4, (1+3R)" (3.38)

where R, is the Richardson Number (Bloss et al. 1983).
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Therefore, the number becomes::

P =(1+3R)’ (3.39)

Boundary Conditions

The boundary conditions at the free surface are

(e oV, (v,..t,)/p=(cwi.cw?)

TR (3.40)
0T _ Pr K(T T)
 E, (3.41)
0s _,
oz (3.42)

whereas the boundary conditions at the bottom are

@ GVH (T”z ,Tbn)/pzjr Z,,Cd(%2 + ;f)y(;1 ,;1)

[BZ ‘v - (3.43)
oT 0
02 (3.44)
ai = O
0z (3.45)
where

C = surface drag coefficient

W = wind speed

K = surface heat exchange coefficient
T_ = equilibrium temperature

C4 = bottom friction coefficient

u1,vi = values of the horizontal velocity components next to the
bottom

With z; equal to one-half the bottom layer thickness, C; is given by

24 Chapter 3 The Hydrodynamic Model



C, =k n(z, / z))]” (3.46)
where

k = von Karman constant

z, = bottom roughness height

As can be seen from Equation 3.40, the surface shear stress is computed
from wind data. Figure 3-2 shows the hourly wind data recorded for each
study month at the San Juan International Airport. These data were
assumed to be constant over the numerical grid (Figure 3-1).

Manning’s formulation is employed for the bottom friction in the exter-
nal mode equations if the model is used purely to compute vertically aver-
aged flow fields. As presented by Garratt (1977), the surface drag coeffi-
cient is computed from

C =(0.75+0067W) x 10 (3.47)

with the maximum allowable value being 0.003.

As discussed by Edinger, Brady, and Geyer (1974), the surface heat
exchange coefficient, K, and the equilibrium temperature, T, , are com-
puted from the meteorological data (wind speed, cloud cover, dry bulb air
temperatures, and either wet bulb air temperature or relative humidity).
However, it should be noted that temperature was not computed in this
study. Since there was virtually no change in the temperature during the
simulation period, a constant temperature was input and used in the com-
putation of the water density.

At river boundaries, the freshwater inflow and its temperature are pre-
scribed and the salinity is normally assumed to be zero. Freshwater inflows
into the San Juan Estuary system occur primarily through the Puerto
Nuevo River, Juan Mendez Creek, San Anton Creek, Blasima Creck, and
the Malaria Channel (Figure 1-1). As can be seen from an inspection of
Figure 3-3, these inflows are quite flashy and, as will be seen in Chapter 6,
can result in high salinity stratification in parts of the system. A discussion
of the inflow of these data is presented in Chapter 5. The locations of these
inflows are shown in Figure 5-4.

At an ocean boundary, the water-surface elevation is prescribed along
with time-varying vertical distributions of salinity and temperature. To pre-
scribe water surface elevations along the open ocean portion of the numeri-
cal grid shown in Figure 3-1, a global vertically averaged model called
ADCIRC (Westerink et al. 1992) was applied. Figure 3-4 shows the
ADCIRC grid which covers the Gulf of Mexico, the Carribean, and a por-
tion of the Atlantic Ocean. A blowup of the grid surrounding Puerto Rico
is shown in Figure 3-5. Time-varying water-surface elevations were saved
from the ADCIRC model at several locations along the open ocean grid in
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Figure 3-2.  San Juan Airport wind data
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Figure 3-1. These elevations reflect both the astronomical tide as well as
wind effects. An example of the water-surface elevations computed by
ADCIRC and used in the CH3D-WES simulation is given in Figure 3-6.

The vertical distribution of salinity along the open ocean grid was speci-
fied from data collected by Fagerburg (1998). Since the temperature was
specified as a constant, temperatures were not required to be specified
along the ocean boundary of the grid. During flood, the specified values of
salinity are employed, whereas during ebb, interior values are advected out
of the grid. Along a solid boundary, the normal component of the velocity
and the viscosity and diffusivity are set to zero.
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ADCIRC numerical grid

Initial Conditions

At the start of a model run, the values of {, u, v, w, U, and V' are all set
to zero. Values of the salinity and temperature are read from input files.
These initial fields are generated from known data at a limited number of
locations. Once the values in individual cells are determined by interpolat-
ing from the field data, the resulting 3-D field is smoothed several times.

Generally, the salinity and temperature fields are frozen for the first few
days of a simulation.
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Numerical Grid

The first step in any numerical modeling study is the generation of a
suitable grid that captures the geometry of the modeled system. A map of
the San Juan Bay Estuary system is shown in Figure 1-1 with the planform
numerical boundary-fitted grid of the system illustrated in Figure 3-1. The
numerical grid contains 2690 planform cells with a maximum of 30 verti-
cal layers. Each layer is 3 ft (0.91 m) thick except for the top layer which
varies with the tide. With much of the system being very shallow, many of
the planform cells are represented by one layer. Thus, the computations
involve a mixture of 3D as well as vertically averaged computations. With
a total of 28,200 computational cells and a computational time step of 60
seconds, a 3-month simulation requires about 12 CPU hours on a 400 Mhz
DEC Alpha work station.
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4 Water Quality Model
Formulation

Introduction

Kinetics for CE-QUAL-ICM were developed for application of the
model to Chesapeake Bay (Cerco and Cole 1994). Model formulations are
robust, however, and widely applicable. The model can be configured for
specific applications by enabling various user-specified options. The
description of the kinetics provided here is for the model as applied to the
SIBE system. Descriptions of the complete kinetics are provided by Cerco
and Cole (1994, 1995).

The central issues in eutrophication modeling are primary production of
carbon by algae and concentration of dissolved oxygen. Primary produc-
tion provides the energy required by the ecosystem to function. Excessive
primary production is detrimental, however, since its decomposition, in the
water and sediments, consumes oxygen. Dissolved oxygen is necessary to
support the life functions of higher organisms and is considered an indica-
tor of the “health” of estuarine systems. In order to predict primary produc-
tion and dissolved oxygen, a large suite of model state variables is neces-
sary (Table 4-1).

Table 4-1.

Water Quality Model State Variables

Temperature Salinity

Fecal Coliform Bacteria Algae

Dissolved Organic Carbon Labile Particulate Organic Carbon
Refractory Particulate Organic Carbon Ammonium

Nitrate Dissolved Organic Nitrogen

Labile Particulate Organic Nitrogen Refractory Particulate Organic Nitrogen
Total Phosphorus Dissolved Organic Phosphorus

Labile Particulate Organic Phosphorus Refractory Particulate Organic Phosphorus
Chemical Oxygen Demand Dissolved Oxygen
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Eutrophication, however, is not the only problem in the San Juan Estu-
ary. Contamination with human and animal waste is also an issue. Conse-
quently, fecal coliform bacteria were added to the suite of eutrophication
variables.

Temperature

In some systems, temperature can be a primary determinant of the rate
of biochemical reactions. Reaction rates increase as a function of tempera-
ture although extreme temperatures result in the mortality of organisms.

Salinity

Salinity is a conservative tracer that provides verification of the trans-
port component of the model and facilitates examination of conservation of
mass. Salinity also influences the dissolved oxygen saturation concentra-
tion and is used in the determination of kinetics constants that differ in
saline and fresh water.

Fecal Coliform Bacteria

Fecal coliform bacteria are commonly found in human and animal
waste. Although these organisms are harmless, they indicate waters are
contaminated by waste matter.

Algae

Algae are represented in San Juan Estuary as a single group and quanti-
fied as carbonaceous biomass. Chlorophyll concentrations, for comparison
with observations, are obtained through division of computed biomass by
the carbon-to-chlorophyll ratio.

Organic Carbon

Three organic carbon state variables are considered: dissolved, labile
particulate, and refractory particulate. Labile and refractory distinctions
are based upon the time scale of decomposition. Labile organic carbon
decomposes on a time scale of days to weeks while refractory organic
carbon requires more time. Labile organic carbon decomposes rapidly in
the water column or the sediments. Refractory organic carbon decomposes
slowly, primarily in the sediments, and may contribute to sediment oxygen
demand years after deposition.
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Phosphorus

As with carbon and nitrogen, organic phosphorus is considered in three
states: dissolved, labile particulate, and refractory particulate. Only a
single mineral form, total phosphate, is considered. Total phosphate exists
as two states within the model ecosystem: dissolved phosphate and phos-
phate incorporated in algal cells. Equilibrium partition coefficients are
used to distribute the total among the states.

Nitrogen

Nitrogen is first divided into organic and mineral fractions. Organic
nitrogen state variables are: dissolved organic nitrogen, labile particulate
organic nitrogen, and refractory particulate organic nitrogen. Two mineral
nitrogen forms are considered: ammonium and nitrate. Both are utilized to
fulfill algal nutrient requirements although ammonium is preferred from
thermodynamic considerations. The primary reason for distinguishing the
two is that ammonium is oxidized by nitrifying bacteria into nitrate. This
oxidation can be a significant sink of oxygen in the water column and sedi-
ments. An intermediate in the complete oxidation of ammonium, nitrite,
also exists. Nitrite concentrations are usually much less than nitrate and for
modeling purposes nitrite is combined with nitrate. Hence the nitrate state
variable actually represents the sum of nitrate plus nitrite.

Chemical Oxygen Demand

Chemical oxygen demand is the concentration of reduced substances
that are oxidizable by inorganic means. The primary component of chemi-
cal oxygen demand is sulfide released from sediments. Oxidation of sulfide
to sulfate may remove substantial quantities of dissolved oxygen from the
water column.

Dissolved Oxygen

Dissolved oxygen is required for the existence of higher life forms.
Oxygen availability determines the distribution of organisms and the flows
of energy and nutrients in an ecosystem. Dissolved oxygen is a central
component of the water-quality model.

Conservation of Mass Equation

The foundation of CE-QUAL-ICM is the solution to the
three-dimensional mass-conservation equation for a control volume. The
control-volume structure was selected to allow maximum flexibility in
linkage of CE-QUAL-ICM to alternate hydrodynamic models. Control
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volumes in CE-QUAL-ICM correspond to cells in x-y-z space on the
CH3D grid. CE-QUAL-ICM solves, for each volume and for each state
variable, the conservation of mass equation:

Ve, & .
' ’=ZQ.C.+ A.D.6—C+ZS,.
6t £ J o £ J Jaxj

4.1
where

V.= volume of ith control volume (m3)
C. = concentration in ith control volume (gm m'3)

Q. = volumetric flow across flow face j of ith control volume
(m3 sec'])

C . = concentration in flow across flow face j (gm m'3)
.= area of flow face j (rnz)

= diffusion coefficient at flow face j (m2 sec'l)

n = number of flow faces attached to ith control volume

S. = external loads and kinetic sources and sinks in ith control
volume (gm sec'l)

t, x = temporal and spatial coordinates

Solution to the mass-conservation equation is via the finite-difference
method using the QUICKEST algorithm (Leonard 1979) in the horizontal
directions and a Crank-Nicolson scheme in the vertical direction.

The majority of this chapter details with the kinetics portion of the
mass-conservation equation for each state variable. Parameters are defined
where they first appear. All parameters are listed, in alphabetical order, in
a glossary (see Table 4-2). For consistency with reported rate coefficients,
kinetics are detailed using a temporal dimension of days. Within the
CE-QUAL-ICM code, kinetics sources and sinks are converted to a dimen-
sion of seconds before employment in the mass-conservation equation.

Algae

Algae play a central role in the carbon and nutrient cycles that comprise
the model ecosystem. Sources and sinks of algae are:

Growth (production)
Basal metabolism
Predation

Settling
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The governing equation for algal biomass is:

éB = @D—BM - PR —WSaéﬁB
ot Oz 4.2)

where

B = algal biomass, expressed as carbon (gm C m'3)
P = production (day'l)
BM = basal metabolism (day'l)
PR = predation (day'l)
WSa = settling velocity (m day'l)

z = vertical coordinate (m)

Production

Production by phytoplankton is determined by the availability of nutri-
ents, by the intensity of light, and by the ambient temperature. The effects
of each are considered to be multiplicative:

P=PM f(N)f(D)f(T) (4.3)
where

PM = production under optimal conditions (day'])
f(N) = effect of suboptimal nutrient concentration (0 < f < 1)
f(I) = effect of suboptimal illumination (0 < f< 1)
f(T) = effect of suboptimal temperature (0 < f< 1)

Nutrients

Carbon, nitrogen, and phosphorus are the primary nutrients required for
algal growth. Inorganic carbon is usually available in excess and is not
considered in the model. The effects of the remaining nutrients on growth
are described by the formulation commonly referred to as “Monod kinet-
ics” (Monod 1949). In the Monod formulation (Figure 4-1) growth is
dependent upon nutrient availability at low nutrient concentrations but is
independent of nutrients at high concentrations. A key parameter in the
formulation is the “half-saturation concentration.” Growth rate is half the
maximum when available nutrient concentration equals the half-saturation
concentration. Liebig’s “law of the minimum” (Odum 1971) indicates
growth is determined by the nutrient in least supply:
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Figure 4-1.  The Monod formulation for nutrient-limited growth

0 NH,+NO, PO,d

f(N) = minimum ,
KHn + NH, + NO, KHp+ PO,d[] (4.4)

where

NH, = ammonium concentration (gm N m'3)

NO; = nitrate concentration (gm N m‘3)

KHn = half-saturation constant for nitrogen uptake (gm N m'3)
PO,d = dissolved phosphate concentration (gm P m'3)

KHp = half-saturation constant for phosphorus uptake (gm P m'3)

Light

Algal production increases as a function of light intensity until an opti-
mal intensity is reached. Numerous options are available for a function
which represents the increase of production as a function of light intensity.
The function employed here is analogous to the Monod function used to
compute nutrient limitations:

I
Ih+1 (4.5)

fu)=

where

I = illumination rate (Langleys day'l)

Ih = half-saturation illumination (Langleys day'l)
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Equation 4.5 describes the instantaneous light limitation at a point in
space. The model, however, computes processes integrated over discrete
time intervals and aggregated spatially into model segments. Therefore,
the equation must be integrated over an appropriate time interval and aver-
aged over the thickness of each model segment. The integration interval
selected is one day. This interval does not preclude computation steps less
than a day but frees the model from accounting for illumination in “real
time.” Daily averaging does preclude computation of diurnal fluctuations
in algal production. This restriction is not severe, however, since the clas-
sic equations for algal growth are not appropriate for short time scales.

Assuming light intensity declines exponentially with depth, the inte-
grated, averaged form of Equation 4.5 is:

—Kess z;
FD ln Blh . [0 e—Kess z H
KGSSAZ Dlh + [0 e 2 |:| (46)

f)=

where

Io = daily illumination at water surface (Langleys day'l)
FD = fractional daylength (0 <FD < 1)
Kess = total light attenuation coefficient (m'l)

Az = model segment thickness (m)

z, = distance from water surface to top of model segment (m)

z, = distance from water surface to bottom of model segment (m)

Light attenuation in the water column is composed of two fractions: a
background value dependent on water color and concentration of sus-

pended particles, and extinction due to light absorption by ambient
chlorophyll:

Kess = Keb + Kechl i
CChl 4.7)

where

Keb = background light attenuation (m'l)
Kechl = light attenuation coefficient for chlorophyll ‘a’ (m2 mg'l)
CChl = algal carbon-to-chlorophyll ratio (gm C mg'1 chl)
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Temperature

Algal production increases as a function of temperature until an opti-
mum temperature or temperature range is reached. Above the optimum,
production declines until a temperature lethal to the organisms is attained.
Numerous functional representations of temperature effects are available.
Inspection of growth versus temperature curves indicates a function similar
to a Gaussian probability curve. (Figure 4-2 provides a good fit to
observations.)

f(I)= e T hon T < T (4.8)

= e_KT‘gz(T"’_T)2 when T >Tm

where

T = temperature (C°)
Tm = optimal temperature for algal growth (C°)
KTgl = effect of temperature below Tm on growth (C°'2)

KTg2 = effect of temperature above Tm on growth (C°'2)

Basal Metabolism

As employed here, basal metabolism is the sum of all internal processes
that decrease algal biomass. A portion of metabolism is respiration which
may be viewed as a reversal of production. In respiration, carbon and
nutrients are returned to the environment accompanied by the consumption
of dissolved oxygen. A second internal sink of biomass is the excretion of
dissolved organic carbon.

17 KTg1=0.004
KTg2 = 0.006
087 Tm=20

f(M=1WhenT=Tm

0 5 10 15 20 25 30
DEGREES C

Figure 4-2.  Effect of temperature on algal production
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Respiration cannot proceed in the absence of oxygen. Basal metabolism
cannot decrease in proportion to oxygen availability, however, or algae
would approach immortality under anoxic conditions. To solve this
dilemma, basal metabolism is considered to be independent of dissolved
oxygen concentration but the distribution of metabolism between respira-
tion and excretion is oxygen-dependent. When oxygen is freely available,
respiration is a large fraction of the total. When oxygen is restricted,
excretion becomes dominant. Formulation of this process is detailed in the
following text that describes algal effects on carbon and dissolved oxygen.

Basal metabolism is commonly considered to be an exponentially
increasing (Figure 4-3) function of temperature:

BM = BMy &<™7°T) (4.9)

where

BMr = metabolic rate at Tr (day‘l)
KTb = effect of temperature on metabolism (Co'l)

Tr = reference temperature for metabolism (C°)

Predation

Detailed specification of predation within the water column requires
predictive modeling of zooplankton biomass and activity. Absence of data
prohibited the modeling of zooplankton in the San Juan Estuary. Conse-
quently, a constant predation rate was specified. This specification implic-
itly assumed zooplankton biomass is a constant fraction of algal biomass.
Zooplankton activity was assumed to be influenced by temperature. The
temperature effect was represented by an exponential relationship

KT = 0.069 / degree C 27
1.5 1
f(T)
057
% . : | 0 | ; < |
-10 -7.5 -5 -2.5 0 2.5 5 7.5 10
T - Tref

Figure 4-3.  Exponential temperature function
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(Figure 4-3). The predation formulation is identical to basal metabolism.
The difference in predation and basal metabolism lies in the distribution of
the end products of these processes.

PR = BPR <™7°T) (4.10)

where

BPR = predation rate at Tr (day'l)

Macrobenthic Grazing

A second form of predation on algae is grazing by filter-feeding organ-
isms which inhabit the sediment-water interface. As with zooplankton,
detailed specification of predation by macrobenthos requires predictive
modeling of macrobenthic activity and biomass. In the absence of a
benthos model, a formulation was specified which converted macrobenthic
grazing into an equivalent settling rate:

DO

WSmb = MBGM FR ————————
KHomb + DO (4.11)

where

WSmb = equivalent settling rate (m day'l)
MBGM = macrobenthic biomass (gm C m‘z)
FR = filtering rate (m'3 gm'1 C day'l)
DO = dissolved oxygen concentration (gm DO rn'3)

KHomb = dissolved oxygen concentration at which macrobenthic
grazing is halved (gm DO m'3)

Macrobenthic grazing is implemented only in the model cells which
interface with the bottom. Biomass is specified based on the observed dis-
tribution of benthos in the system. Incorporation of dissolved oxygen into
the relationship accounts for the cessation of filtering and eventual demise
of benthos under anoxic conditions. Algal biomass filtered from the water
column is routed into the sediment diagenesis portion of the model
package.
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Effect of Algae on Organic Carbon

During production and respiration, algae primarily take up and produce
carbon dioxide, an inorganic form not considered in the model. A small
fraction of basal metabolism is exuded as dissolved organic carbon, how-
ever, and in the model this fraction increases as dissolved oxygen becomes
scarce. Algae also produce organic carbon through the effects of predation.
Zooplankton take up and redistribute algal carbon through grazing, assimi-
lation, respiration, and excretion. Since zooplankton are not included in the
model, routing of algal carbon through zooplankton is simulated by empiri-
cal distribution coefficients. The effects of algae on organic carbon are
expressed:

S poc =
5 (4.12)
%‘CD +(1- FCD)ﬁKﬂﬁBM + FCDP PR
Hr + DO E
5
© LPOC = FCLP PR B
5 (4.13)
5
© RPOC = FCRP PR B
5 (4.14)

where

DOC = dissolved organic carbon concentration (gm C m'3)
DO = dissolved oxygen concentration (gm O, m'3)
LPOC = labile particulate organic carbon concentration (gm C m'3)
RPOC = refra_c3tory particulate organic carbon concentration (gm C
m)
FCD = fraction of basal metabolism exuded as dissolved organic

carbon

KHr = half-saturation concentration for algal dissolved organic
carbon excretion (gm O, m'3)

FCDP = fraction of dissolved organic carbon produced by predation
FCLP = fraction of labile particulate carbon produced by predation
FCRP = fraction of refractory particulate carbon produced by

predation

The sum of the three predation fractions must equal unity.
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Effect of Algae on Phosphorus

Algae take up dissolved phosphate during production and release dis-
solved phosphate and organic phosphorus through mortality. As with
carbon, the fate of algal phosphorus released by metabolism and predation
is represented by distribution coefficients. Since the total phosphate state
variable includes both intra- and extracellular phosphate, no explicit repre-
sentation of the effect of algae on phosphate is necessary. Distribution of
total phosphate is determined by partition coefficients as detailed in the
Phosphorus section of this chapter. The equations that express the effects
of algae on organic phosphorus are:

 pop= (BM FPD + PR FPDP)APC B

3t (4.15)
O 1pop= (BM FPL+ PR FPLP)APC B

5t (4.16)
O rpop = (BM FPR + PRx FPRP)APC B

5t (4.17)

where

DOP = dissolved organic phosphorus concentration (gm P rn'3)

LPOP = labile particulate organic phosphorus concentration
(gm P m'3)

RPOP = refractory particulate organic phosphorus concentration
(gm P m™)

APC = phosphorus-to-carbon ratio of all algal groups (gm P gm'1 )]

FPD = fraction of dissolved organic phosphorus produced by
metabolism

FPL = fraction of labile particulate phosphorus produced by
metabolism

FPR = fraction of refractory particulate phosphorus produced by
metabolism

FPDP = fraction of dissolved organic phosphorus produced by
predation

FPLP = fraction of labile particulate phosphorus produced by
predation

FPRP = fraction of refractory particulate phosphorus produced by
predation

The sums of the metabolism and respiration fractions must each be less
than or equal to unity.

48 Chapter 4 Water Quality Model Formulation



Effect of Algae on Nitrogen

Algae take up ammonium and nitrate during production and release
ammonium and organic nitrogen through mortality. Nitrate is internally
reduced to ammonium before synthesis into biomass occurs (Parsons et al.
1984). Trace concentrations of ammonium inhibit nitrate reduction so that,
in the presence of ammonium and nitrate, ammonium is utilized first. The
“preference” of algae for ammonium can be expressed empirically
(Thomann and Fitzpatrick 1982):

PN = NH NO
" *(kHn+ NH,)(KHn + NO,) (4.18)
N KHn

*(NH, + NO,)(KHn + NO,)

where
PN = algal preference for ammonium uptake (0 < PN < 1)

The ammonium preference function (Figure 4-4) has two limiting
values. When nitrate is absent, the preference for ammonium is unity.
When ammonium is absent, the preference is zero. In the presence of
ammonium and nitrate, the preference depends on the abundance of both
forms relative to the half-saturation constant for nitrogen uptake. When
both ammonium and nitrate are abundant, the preference for ammonium
approaches unity. When ammonium is scarce but nitrate is abundant, the
preference decreases in magnitude and a significant fraction of algal nitro-
gen requirement comes from nitrate.
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Figure 4-4.  The ammonium preference function
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The fate of algal nitrogen released by metabolism and predation is rep-
resented by distribution coefficients. The effects of algae on the nitrogen
state variables are expressed:

o NH, =(BM FNI + PR FNIP - PN P)ANC B

3t (4.19)
5

— NO, =(PN -1)P ANC B

3t (4.20)
S pow = (BM FND + PR FNDP)ANC B

5t (4.21)
O 1pow = (BM FNL + PR FNLP)ANC B

5t (4.22)
O rpoN = (BM FNR + PR FNRP)ANC B

3t (4.23)

where

DON = dissolved organic nitrogen concentration (gm N m'3)
LPON = labile particulate organic nitrogen concentration (gm N m'3)

RPON = refractory particulate organic nitrogen concentration
(gm N m™)

ANC = nitrogen-to-carbon ratio of algae (gm N gm'1 O)
FNI = fraction of inorganic nitrogen produced by metabolism

FND = fraction of dissolved organic nitrogen produced by
metabolism

FNL = fraction of labile particulate nitrogen produced by
metabolism

FNR = fraction of refractory particulate nitrogen produced by
metabolism

FNIP = fraction of inorganic nitrogen produced by predation
FNDP = fraction of dissolved organic nitrogen produced by predation
FNLP = fraction of labile particulate nitrogen produced by predation
FNRP = fraction of refractory particulate nitrogen produced by

predation

The sums of the metabolism fractions and the predation fractions must
each equal unity.
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Algal Stoichiometry

Algal biomass is quantified in units of carbon. In order to express the
effects of algae on nitrogen and phosphorus, the ratios of nitrogen-to-
carbon and phosphorus-to-carbon in algal biomass must be specified.
Global mean values of these ratios are well known (Redfield et al. 1966).
Algal composition varies, however, especially as a function of nutrient
availability. As nitrogen and phosphorus become scarce, algae adjust their
composition so that smaller quantities of these vital nutrients are required
to produce carbonaceous biomass (Droop 1973; DiToro 1980; Parsons
et al. 1984).

Observations from upper Chesapeake Bay were examined to assess the
potential variability of algal stoichiometry. Data employed were collected
by the Maryland Department of the Environment from June 1985 to
December 1987. This subset of the monitoring database was selected since
it contained direct laboratory analysis of particulate nutrients. Examina-
tion was restricted to surface (<2 m) data to maximize the fraction of algae
in the particulate analyses. The ratio of particulate carbon-to-nitrogen was
plotted as a function of ammonium plus nitrate concentration (Figure 4-5).
The ratio of particulate carbon-to-phosphorus was plotted as a function of
dissolved phosphate concentration (Figure 4-6). (These ratios were plotted
to correspond to conventional reporting of algal composition. Their
inverses are used in the model.) The variation of carbon-to-nitrogen
stoichiometry in the upper Bay was small. No altered composition as a
function of diminished nutrient availability was evident. As a consequence
of these observations, the model formulation specified constant algal
nitrogen-to-carbon ratio, ANC. Large variations in carbon-to-phosphorus
ratio occurred, however. The carbon-to-phosphorus ratio in seston more
than doubled as dissolved phosphate concentration diminished. To account
for this effect, a variable algal phosphorus-to-carbon ratio, APC, was spec-
ified in the model.

Calculation of APC requires specification of three parameters:

* APCmin = minimum phosphorus-to-carbon ratio (gm P gm'1 C);

*  APCmax = maximum phosphorus-to-carbon ratio (gm P gm'1 C);
and

* POgdmax = dissolved phosphate concentration at which algal
phosphorus-to-carbon ratio achieves its maximum value (gm P m's).

The minimum phosphorus-to-carbon ratio is assumed to occur when dis-
solved phosphate is zero. The ratio increases linearly from the minimum to
the maximum which occurs when dissolved phosphate equals PO, dmax:

APC = APC min+ APC max= APCmin ,,

PO, d max N (4.24)
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where
APC = algal phosphorus-to-carbon ratio (gm P grn'1 C)

When dissolved phosphate exceeds PO,dmax, APC is held at its maxi-
mum value (Figure 4-7).

APCmax —Pp

APC

APCmin >

PO, dmin PO, dmax

v v

0 PO, d

Figure 4-7.  Model algal phosphorus-to-carbon ratio

Effect of Algae on Dissolved Oxygen

Algae produce oxygen during photosynthesis and consume oxygen
through respiration. The quantity produced depends on the form of nitro-
gen utilized for growth. More oxygen is produced, per unit of carbon
fixed, when nitrate is the algal nitrogen source than when ammonium is the
source. Equations describing algal uptake of carbon and nitrogen and pro-
duction of dissolved oxygen (Morel 1983) are:

06CO, +16 NH; + H,PO,; +106 H,0- -
protoplasm+1060, +15H (4.25)

106CO, +16 NO; + H,PO, +122H,O+17TH" - -
protoplasm +138 O, (4.26)

When ammonium is the nitrogen source, one mole oxygen is produced per
mole carbon dioxide fixed. When nitrate is the nitrogen source, 1.3 moles
oxygen are produced per mole carbon dioxide fixed.

The equation that describes the effect of algae on dissolved oxygen in
the model is:
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Spo= gls 03 PN)P - (1- FcD)—29 gy EAOCR B
5 KHr + DO 4.27)
where

AOCR = dissolved oxygen-to-carbon ratio in respiration
(2.67 gm O, gm™' C)

The magnitude of AOCR is derived from a simple representation of the
respiration process:

CH,0 +0, =CO, + H,0 (4.28)

The quantity (1.3 - 0.3 PN) is the photosynthesis ratio and expresses the
molar quantity of oxygen produced per mole carbon fixed. The photosyn-
thesis ratio approaches unity as the algal preference for ammonium
approaches unity.

Organic Carbon

Organic carbon undergoes innumerable transformations in the water
column. The model carbon cycle (Figure 4-8) consists of the following
elements:

e Phytoplankton production

* Phytoplankton exudation

e Predation on phytoplankton

* Dissolution of particulate carbon
e Heterotrophic respiration

e Denitrification

e Settling

Algal production is the primary carbon source although carbon also
enters the system through external loading. Predation on algae releases
particulate and dissolved organic carbon to the water column. A fraction
of the particulate organic carbon undergoes first-order dissolution to dis-
solved organic carbon. The remainder settles to the sediments. Dissolved
organic carbon produced by phytoplankton exudation, by predation, and by
dissolution is respired or denitrified at a first-order rate to inorganic
carbon. No carbon is recycled from the sediments to the water column
although oxygen demand created by carbon diagenesis is included in the
model.
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Figure 4-8.  Model carbon cycle

Dissolution and Respiration Rates

Dissolution and respiration rates depend on the availability of carbona-
ceous substrate and on heterotrophic activity. Heterotrophic activity and
biomass have been correlated with algal activity and biomass across a wide
range of natural systems (Bird and Kalff 1984; Cole et al. 1988). Conse-
quently, algal biomass can be incorporated into dissolution and respiration
rate formulations as a surrogate for heterotrophic activity. The correlation
between algae and heterotrophs occurs because algae produce labile carbon
that fuels heterotrophic activity. Dissolution and respiration processes do
not require the presence of algae, however, and may be fueled entirely by
external carbon inputs. Representation of dissolution and respiration in the
model allows specification of algal-dependent and algal-independent rates:

Kdoc = Kdc + Kdcalg B (4.29)
where

Kdoc = respiration rate of dissolved organic carbon (day‘l)

Kdc = minimum respiration rate (day'l)
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Kdcalg = constant that relates respiration to algal biomass
(m3 grn‘1 C day_l)

Klpoc = Klc + Klcalg B (4.30)
where

Klpoc = dissolution rate of labile particulate organic carbon (day'l)
Kle = minimum dissolution rate (day'l)

Klcalg = constant that relates dissolution to algal biomass
(m3 grn‘1 C day_l)

Krpoc = Krc + Krcalg B (4.31)
where

Krpoc = dissolutilon rate of refractory particulate organic carbon
(day™)
Krc = minimum dissolution rate (day'l)

Krcalg = constant that relates dissolution to algal biomass
(m3 gm'1 C day'l)

An exponential function (Figure 4-3) relates dissolution and respiration
to temperature.

Denitrification

As oxygen is depleted from natural systems, oxidation of organic matter
is affected by the reduction of alternate oxidants (referred to as “alternate
electron acceptors”). The sequence in which alternate acceptors are
employed is determined by the thermodynamics of oxidation-reduction
reactions. The first substance reduced in the absence of oxygen is nitrate.
A representation of the denitrification reaction can be obtained by balanc-
ing standard half-cell redox reactions (Stumm and Morgan 1981):

4NOT +4H* +5CH,0- - 2N, +7H,0 +5CO, (4.32)

Equation 4-32 describes the stoichiometry of the denitrification reac-
tion. The kinetics of the reaction, represented in the model, are first-order.
The dissolved organic carbon respiration rate, Kdoc, is modified so that
significant decay via denitrification occurs only when nitrate is freely
available and dissolved oxygen is depleted (Figure 4-9). A parameter is
included so that the anoxic respiration rate is slower than oxic respiration:

NO
KHodoc > JANOX Kdoc
KHodoc + DO KHndn + NO, (4.33)

Denit =
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Figure 4-9.  Effect of nitrate and dissolved oxygen on denitrification rate

where

Denit = denitrification rate of dissolved organic carbon (day'l)

AANOX = ratio of denitrification to oxic carbon respiration rate
(0 < AANOX < 1)

KHodoc = half-saturation concentration of dissolved oxygen required
for oxic respiration (gm O, m™)

KHndn = half-saturation concentration of nitrate required for
denitrification (gm N m‘3)

An exponential function (Figure 4-3) relates denitrification to tempera-
ture. Parameter values in the function are the same as those for dissolved
organic carbon respiration.

Dissolved Organic Carbon

The complete representation of all dissolved organic carbon sources and
sinks in the model ecosystem is:

S poc =

ot

@VCD +(1- FCD)ﬂBM + FCDP PR@B
KHr + DO

D
+Klpoc LPOC + Krpoc RPOC - __bo Kdoc DOC
KHodoc + DO

—Denit DOC (4.34)
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Labile Particulate Organic Carbon

The complete representation of all labile particulate organic carbon
sources and sinks in the model ecosystem is:

éLpoc=FCLPPRB—Kmm:UDOC—WSZELPOC
ot oz (4.35)

where

WSI = settling velocity of labile particles (m day'l)

Refractory Particulate Organic Carbon

The complete representation of all refractory particulate organic carbon
sources and sinks in the model ecosystem is:

éRPOC = FCRP PR B — Krpoc RPOC —WSr ERPOC
ot oz (4.36)

where

WSr = settling velocity of refractory particles (m day™!)

Phosphorus

The model phosphorus cycle (Figure 4-10) includes the following
processes:

e Algal production and metabolism

e Predation

e Hydrolysis of particulate organic phosphorus

e Mineralization of dissolved organic phosphorus
e Settling

External loads provide the ultimate source of phosphorus to the system.
Dissolved phosphate is incorporated by algae during growth and released
as phosphate and organic phosphorus through respiration and predation. A
portion of the particulate organic phosphorus hydrolyzes to dissolved
organic phosphorus. The balance settles to the sediments. Dissolved
organic phosphorus is mineralized to phosphate. Within the sediments,
particulate phosphorus is mineralized and recycled to the water column as
dissolved phosphate.
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Figure 4-10. Model phosphorus cycle

Effects on phosphorus of algal production, metabolism, and predation
have already been detailed. Descriptions of hydrolysis and mineralization
and of the total phosphate system follow.

Hydrolysis and Mineralization

Within the model, hydrolysis is defined as the process by which particu-
late organic substances are converted to dissolved organic form. Mineral-
ization is defined as the process by which dissolved organic substances are
converted to dissolved inorganic form. Conversion of particulate organic
phosphorus to phosphate proceeds through the sequence of hydrolysis and
mineralization. Direct mineralization of particulate organic phosphorus
does not occur.

Mineralization of organic phosphorus is mediated by the release of
nucleotidase and phosphatase enzymes by bacteria (Ammerman and Azam
1985; Chrost and Overbeck 1987) and algae (Matavulj and Flint 1987;
Chrost and Overbeck 1987; Boni et al. 1989). Since the algae themselves
release the enzyme and since bacterial abundance is related to algal bio-
mass, the rate of organic phosphorus mineralization is related, in the
model, to algal biomass. A most remarkable property of the enzyme proc-
ess is that alkaline phosphatase activity is inversely proportional to ambi-
ent phosphate concentration (Chrost and Overbeck 1987; Boni et al. 1989).
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Put in different terms, when phosphate is scarce, algae stimulate produc-
tion of an enzyme that mineralizes organic phosphorus to phosphate. This
phenomenon is simulated by relating mineralization to the algal phospho-
rus nutrient limitation. Mineralization is highest when algae are strongly
phosphorus limited and is least when no limitation occurs.

Expressions for mineralization and hydrolysis rates are:

KH,
P Kdpalg B

Kdop =Kdp + ————
KHp + PO, d (4.37)

where

Kdop = mineralization rate of dissolved organic phosphorus (day'l)
Kdp = minimum mineralization rate (day'l)
Kdpalg = constant that relates mineralization to algal biomass
(m3 gm'1 C day'l)

KH,
P Klpalg B

Klpop =Klp + ———
KHp + PO ,d (4.38)

where

Klpop = hydrolysis rate of labile particulate phosphorus (day'l)
Klp = minimum hydrolysis rate (day'l)
Klpalg = constant that relates hydrolysis to algal biomass
(rn3 gm'1 C day'l)

KH,
P Krpalg B

Krpop =Krp + —————
KHp + PO ,d (4.39)

where

Krpop = hydrolysis rate of refractory particulate phosphorus (day'l)
Krp = minimum hydrolysis rate (day'l)

Krpalg = constant that relates hydrolysis to algal biomass
(rn3 grn'1 C day'l)

An exponential function (Figure 4-3) relates mineralization and hydrol-
ysis rates to temperature.

Potential effects of algal biomass and nutrient limitation on mineraliza-
tion and hydrolysis rates are shown in Figure 4-11. When nutrient concen-
tration greatly exceeds the half-saturation concentration for algal uptake,
the rate roughly equals the minimum. Algal biomass has little influence.
As nutrient becomes scarce relative to the half-saturation concentration,
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Figure 4-11. Effect of algal biomass and nutrient concentration on hydrolysis
and mineralization

the rate increases. The magnitude of increase depends on algal biomass.
Factor of two to three increases are feasible.

The Total Phosphate System

One fraction of total phosphorus in the water column is phosphorus
incorporated in algal biomass. This fraction is computed in the model as
the product of algal biomass and APC, the phosphorus-to-carbon ratio. In
the environment, algae adjust their phosphorus content in response to
external conditions. Algal phosphorus content is high when external phos-
phorus is abundant, and phosphorus content is low when phosphorus is
scarce. The adaptation of algae to their environment indicates phosphorus-
to-carbon ratio should be a variable in the model. Treatment of the ratio as
a variable, however, greatly complicates computation of phosphorus trans-
port due to the mixture of algal masses of different composition. The com-
plication is avoided if intracellular and extracellular phosphorus are treated
and transported as a single state variable. Intracellular and extracellular
concentrations are determined by equilibrium partitioning of their sum.

The model phosphate state variable is defined as the sum of dissolved
phosphate and algal phosphorus content:

PO,t=PO,d + PO,a (4.40)
where

PO,t= total phosphate (gm P m'3)
PO,d = dissolved phosphate (gm P m'3)
PO, a = algal phosphorus (gm P m‘3)
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Computation of Algal Phosphorus
Algal phosphorus is defined:
PO,a=APC B (4.41)

The phosphorus-to-carbon ratio is calculated by the empirical function
expressed in Equation 4.24.

The expressions 4.24 and 4.40 form a set of simultaneous equations in
which APC depends on PO,d and PO,d depends on APC. The equations
can be solved directly for APC:

APC = APCMIN + APCRAT POt
1+ APCRAT B (4.42)
in which:
APCRAT = APCMAX — APCMIN

PO, d max (4.43)

The computation of APC takes place only when PO,d < PO, dmax. Other-
wise, APC takes the value APCMAX.

Effect of Variable Phosphorus Stoichiometry

The effect of the variable phosphorus-to-carbon ratio and the operation
of the total phosphate system is best seen by an example. The model was
applied to a chemostat supplied with unlimited inorganic nitrogen. Phos-
phorus recycling was eliminated in the water and sediments so that only
the initial phosphate was available to the algae. The chemostat was simu-
lated for thirty days. Midway through the simulation, a phosphate load,
equivalent to the initial mass in the chemostat, was injected. Simulations
were conducted with and without variable stoichiometry.

Algal production was initially identical with and without variable
stoichiometry (Figure 4-12). As dissolved phosphate became scarce in the
constant-stoichiometry chemostat, algal production diminished so that res-
piration exceeded growth prior to day five. Biomass decreased until the
phosphate injection at day fifteen. In the variable-stoichiometry
chemostat, algae responded to diminished phosphate availability by reduc-
ing their phosphorus-to-carbon ratio. Because less phosphorus was
required per unit carbonaceous biomass formed, growth exceeded respira-
tion beyond day five and maximum biomass exceeded biomass formed
under constant stoichiometry. Upon injection of new phosphate, algal pro-
duction increased with and without variable stoichiometry. Algae with
variable stoichiometry responded with increased phosphorus-to-carbon
ratio as well as increased production. As a result of the altered ratio,
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Figure 4-12. Chemostat simulation with and without variable phosphorus

stoichiometry

dissolved phosphate peaked at a lower concentration in the presence of
variable stoichiometry. The ability of algae to diminish phosphorus-to-
carbon ratio still allowed algae in the variable-stoichiometry chemostat to
exceed biomass formed in the constant-stoichiometry chemostat, however.
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Phosphate

Once the interactions of dissolved and algal phosphate are made
explicit, the balance of the equations describing phosphorus are straight-
forward summations of previously described sources and sinks:

éPo4t = wsa 2 APC B + Kdop DOP
ot oz (4.44)

Algal uptake and release of phosphate represents an exchange of phos-
phate fractions rather than a phosphate source or sink. Consequently, no
algal source or sink terms are included in the phosphate mass-conservation
equation. The settling term is required to represent the settling of particu-
late phosphate incorporated in algal biomass.

Dissolved Organic Phosphorus
2
ot
+ Klpop LPOP + Krpop RPOP — Kdop DOP (4.45)

DOP =(BM FPD + PR FPDO)APC B

Labile Particulate Organic Phosphorus

3
5, LPOP = (BM FPL+ PR FPLP)APC B

~ Kipop LPOP — WSI ; LPOP
Z

(4.46)
Refractory Particulate Organic Phosphorus
;RPOP = (BM FPR + PR FPRP)APC B
— Krpop RPOP - WSr 562 RPOP (4.47)

Nitrogen

The model nitrogen cycle (Figure 4-13) includes the following
processes:

e Algal production and metabolism

e Predation

e Hydrolysis of particulate organic nitrogen

* Mineralization of dissolved organic nitrogen

e Settling
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Figure 4-13. Model nitrogen cycle

¢ Nitrification
¢ Denitrification

External loads provide the ultimate source of nitrogen to the system.
Inorganic nitrogen is incorporated by algae during growth and released as
ammonium and organic nitrogen through respiration and predation. A por-
tion of the particulate organic nitrogen hydrolyzes to dissolved organic
nitrogen. The balance settles to the sediments. Dissolved organic nitrogen
is mineralized to ammonium. In an oxygenated water column, a fraction of
the ammonium is subsequently oxidized to nitrate through the nitrification
process. In anoxic water, nitrate is lost to nitrogen gas through
denitrification. Particulate nitrogen that settles to the sediments is miner-
alized and recycled to the water column, primarily as ammonium. Nitrate
moves in both directions across the sediment-water interface, depending on
relative concentrations in the water column and sediment interstices.

Effects on nitrogen of algal production, metabolism, and predation have
already been detailed. Descriptions of hydrolysis, mineralization, nitrifica-
tion, and denitrification follow.

Hydrolysis and Mineralization

In the model, particulate organic nitrogen is converted to the dissolved
organic form via hydrolysis. Dissolved organic nitrogen is converted to
ammonium through mineralization. Conversion of particulate nitrogen to
ammonium proceeds through the sequence of hydrolysis and mineraliza-
tion. Direct mineralization of particulate nitrogen does not occur. The
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argument for accelerated hydrolysis and mineralization during nutrient-
limited conditions is not as clear for nitrogen as for phosphorus. The same
formulations are made available for nitrogen as for phosphorus, however.
Accelerated processes can be activated or deactivated through parameter
selection. The nitrogen hydrolysis and mineralization formulations are:

Kdon = Kdn + Ktn Kdnalg B

KHn+ NH, + NO, (4.48)

where

Kdon = mineralization rate of dissolved organic nitrogen (day'l)
Kdn = minimum mineralization rate (day'l)

Kdnalg = constant that relates mineralization to algal biomass
(m3 gm‘1 C day_l)

Klpon = Kin + KHin Kinalg B
KHn + NH , + NO, (4.49)

where

Klpon = hydrolysis rate of labile particulate nitrogen (day'l)
Kln = minimum hydrolysis rate (day'l)

Klnalg = constant that relates hydrolysis to algal biomass
(m3 grn'1 C day'l)

KHi
Krpon = Krn + " Krnalg B
KHn+ NH, + NO, (4.50)

where

Krpon = hydrolysis rate of refractory particulate nitrogen (day'l)
Krn = minimum hydrolysis rate (day'l)
Krnalg = constant that relates hydrolysis to algal biomass

(m3 grn'1 C day'l)

An exponential function (Figure 4-3) relates mineralization and hydrol-
ysis rates to temperature.

Nitrification
Nitrification is a process mediated by specialized groups of autotrophic
bacteria that obtain energy through the oxidation of ammonium to nitrite

and oxidation of nitrite to nitrate. A simplified expression for complete
nitrification (Tchobanoglous and Schroeder 1987) is:
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NH, +20,- -~ NO; + H O+2H" 4.51)

The equation indicates that two moles of oxygen are required to nitrify
one mole of ammonium into nitrate. The simplified equation is not strictly
true, however. Cell synthesis by nitrifying bacteria is accomplished by the
fixation of carbon dioxide so that less than two moles of oxygen are con-
sumed per mole ammonium utilized (Wezernak and Gannon 1968).

The kinetics of complete nitrification are modeled as a function of
available ammonium, dissolved oxygen, and temperature:

DO NH ,
NT = /(1) NTm
KHont + DO KHnnt + NH , (4.52)

where

NT = nitrification rate (gm N m™> day'l)

KHont = half-saturation constant of dissolved oxygen required for
nitrification (gm O, m” )

KHnnt = half—saturatlon constant of NH, required for nitrification
(gm N m’ )

NTm = maximum n1tr1f1cat10n rate at optimal temperature
(gm N m’ day )

The kinetics formulation (Figure 4-14) incorporates the products of two
“Monod” functions. The first function diminishes nitrification at low dis-
solved oxygen concentration. The second function expresses the influence
of ammonium concentration on nitrification. When ammonium concentra-
tion is low, relative to KHnnt, nitrification is proportional to ammonium
concentration. For NH, << KHnnt, the reaction is approximately
first-order. (The first-order decay constant = NTm/KHnnt.) When ammo-
nium concentration is large, relative to KHnnt, nitrification approaches a
maximum rate. This formulation is based on a concept proposed by Tuffey
et al. (1974). Nitrifying bacteria adhere to benthic or suspended sediments.
When ammonium is scarce, vacant surfaces suitable for nitrifying bacteria
exist. As ammonium concentration increases, bacterial biomass increases,
vacant surfaces are occupied, and the rate of nitrification increases. The
bacterial population attains maximum density when all surfaces suitable
for bacteria are occupied. At this point, nitrification proceeds at a maxi-
mum rate independent of additional increase in ammonium concentration.
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Figure 4-14. Effect of dissolved oxygen and ammonium concentration on
nitrification rate

The optimal temperature for nitrification may be less than peak temper-
atures that occur in coastal waters. To allow for a decrease in nitrification
at superoptimal temperature, the effect of temperature on nitrification is
modeled in the Gaussian form of Equation 4.8.

Effect of Nitrification on Ammonium

ENH4 =-NT

ot (4.53)
Effect of Nitrification on Nitrate

§N03 =NT

ot (4.54)
Effect of Nitrification on Dissolved Oxygen

0

— DO =-AONT NT

ot (4.55)

where

AONT = mass dissolved oxygen consumed per mass
ammonium-nitrogen nitrified (4.33 gm O, gm'1 N)
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Chapter 4

Effect of Denitrification on Nitrate

The effect of denitrification on dissolved organic carbon has been
described. Denitrification removes nitrate from the system in

stoichiometric proportion to carbon removal:

;NO3 =—-ANDC Denit DOC

where

(4.56)

ANDC = mass nitrate-nitrogen reduced per mass dissolved organic

carbon oxidized (0.933 gm N grn'1 C)

Nitrogen Mass Balance Equations

The mass-balance equations for nitrogen state variables are written by

summing all previously described sources and sinks:

Ammonium

)

5 VH. = (BM FNI + PR FNIP - PN P)ANC B

+ Kdon DON — NT
Dissolved Organic Nitrogen

3
5, DON = (BM FND + PR FNDP)ANC B
+ Klpon LPON + Krpon RPON — Kdon DON

Labile Particulate Organic Nitrogen

)

5, LPON = (BM FNL+ PR FNLP)ANC B

— Kilpon LPON - WSl ;LPON

4

Refractory Particulate Organic Nitrogen

)

5, RPON = (BM FNR + PR FNRP)ANC B

— Krpon RPON - WSraaRPON

Z

Water Quality Model Formulation

(4.57)

(4.58)

(4.59)

(4.60)
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Nitrate

)

5 VO = (PN -1)P ANC B

+ NT — ANDC Denit DOC (4.61)

Chemical Oxygen Demand

Chemical oxygen demand is the concentration of reduced substances
that are oxidizable through inorganic means. The source of chemical
oxygen demand in saline water is sulfide released from sediments. A cycle
occurs in which sulfate is reduced to sulfide in the sediments and
reoxidized to sulfate in the water column. In freshwater, methane is
released to the water column by the sediment model. Both sulfide and
methane are quantified in units of oxygen demand and are treated with the
same kinetics formulation:

° COD = - LKcod COD
ot KHocod + DO (4.62)
where

COD = chemical oxygen demand concentration (gm O,-equivalents
m'3)
KHocod = half-saturation concentration of dissolved oxygen required
for exertion of chemical oxygen demand (gm O, m'3)

Kcod = oxidation rate of chemical oxygen demand (day'l)

An exponential function (Figure 4-3) describes the effect of temperature
on exertion of chemical oxygen demand.

Dissolved Oxygen

Sources and sinks of dissolved oxygen in the water column
(Figure 4-15) include:

e Algal photosynthesis

e Atmospheric reaeration

e Algal respiration

e Heterotrophic respiration
e Nitrification

e Chemical oxygen demand
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Figure 4-15. Model dissolved oxygen cycle

Reaeration

The rate of reaeration is proportional to the dissolved oxygen deficit in
model segments that form the air-water interface:

S po= ﬁ(Dos - DO)
Az

ot (4.63)

where

Kr = reaeration coefficient (m day'l)

DOs = dissolved oxygen saturation concentration (gm O, m'3)

In shallow water (e.g. free-flowing streams), the reaeration coefficient
depends largely on turbulence generated by bottom shear stress (O’Connor
and Dobbins 1958). In deeper systems (e.g. estuaries), however, wind
effects may dominate the reaeration process (O’Connor 1983). The
reaeration coefficient is also influenced by temperature (ASCE 1961) and
salinity (Wen et al. 1984). No universal formula for evaluation of the
reaeration coefficient exists. In the model, the reaeration coefficient is
treated as a user-supplied parameter.
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Saturation dissolved oxygen concentration diminishes as temperature
and salinity increase. An empirical formula that describes these effects
(Genet et al. 1974) is:

DOs =145532-038217 T + 00054258 T*

- CL(1.665 x10™ —=5866X10°T +9.796% 10" Tz)

(4.64)
where
CL = chloride concentration (= salinity/1.80655)
Summary of Dissolved Oxygen Sources and Sinks
The complete kinetics for dissolved oxygen are:
S po= ﬁls ~03PN)P - DioBM@alOCR B
ot KHr + DO
DO
— AONT NT = —— AOCR Kdoc DOC
KHodoc + DO
PO xedcop+ Q(DOS - DO)
KHocod + DO Az (4.65)
Salinity

No internal sources or sinks of salinity exist. Salinity is included to
verify proper transport and linkage to the HM.

Temperature

A conservation of internal energy equation can be written analogous to
the conservation of mass equation. The only source or sink of internal
energy considered is exchange with the atmosphere. Although solar radia-
tion can penetrate several meters into the water column, radiation-induced
increases in internal energy are here assigned entirely to the surface model
layer.

For practical purposes, the internal-energy equation can be written as a
conservation of temperature equation. Change of temperature due to atmo-
spheric exchange is considered proportional to the temperature difference
between the water surface and a theoretical equilibrium temperature
(Edinger et al. 1974):
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Sp- KT (re-T)
o pCplz (4.66)

where

Te = equilibrium temperature (C°)

KT = heat exchange coefficient (watt m2 Co'l)

Cp = specific heat of water (4200 watt sec kg'l C°'1)
p = density of water (1000 kg m'3)

Fecal Coliform

Mortality of fecal coliform bacteria in the environment is represented as
a first-order loss process:

O pe= —Kfe FC
ot 4.67)

where

Kfc = decay rate of fecal coliform (day'l)

Glossary

Table 4-2 presents a glossary of terms employed in water-column kinet-
ics described in this chapter.
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Table 4-2.

Terms in Kinetics Equations

Symbol Definition Units
AJ. Area of flow face | m?
AANOX Ratio of denitrification to oxic carbon respiration rate
ANC Nitrogen-to-carbon ratio of algae gm N gm'1 C
AOCR Dissolved oxygen-to-carbon ratio in respiration gm O, gm'1 C
AONT Mass dissolved oxygen consumed per mass ammonium gm O, gm'1 N
nitrified
ANDC Mass nitrate-nitrogen consumed per mass carbon oxidized gm N gm'1 C
APC Algal phosphorus-to-carbon ratio gmP gm'1 C
APCmin Minimum phosphorus-to-carbon ratio gmP gm'1 C
APCmax Maximum phosphorus-to-carbon ratio gmP gm'1 C
APCRAT Change in phosphorus-to-carbon ratio per unit change in c
dissolved phosphate
BMr Basal metabolic rate of algae at reference temperature Tr day'1
BPR Predation rate on algae at reference temperature Tr day'1
B Biomass of algae gmC m3
G Concentration in ith control volume gm m?
Cj* Concentration in flow across face j gm m™
CChl Carbon-to-chlorophyll ratio of algae gm C mg'1 chl
CL Chloride concentration ppt
COD concentration of chemical oxygen demand gm m?
Cp specific heat of water watt sec kg™ °C”’
Dj Diffusion coefficient at flow face j m? sec”’
Denit Denitrification rate of dissolved organic carbon day'1
DO Dissolved oxygen gm O, m?
DOC Dissolved organic carbon gm C m
DON Dissolved organic nitrogen gm N m3
DOP Dissolved organic phosphorus gmP m*
DOs Saturation dissolved oxygen concentration gm O, m
FCD Fraction of basal metabolism exuded as dissolved organic 0<FCDx<1
carbon by algae
FCDP Fraction of dissolved organic carbon produced by predation 0<FCDP<1
FCLP Fraction of labile particulate carbon produced by predation 0<FCLP <1
FCRP Fraction of refractory particulate carbon produced by 0<FCRP<1
predation
FD Daylight fraction of total daylength 0<FD<1
f(l) Effect of suboptimal illumination on algal production 0<fl)<1

(Sheet 1 of 5)
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Table 4-2. Continued

Symbol Definition Units

f(N) Effect of suboptimal nutrient concentration on algal 0<f(N)<1
production

FNI Fraction of inorganic nitrogen produced by metabolism of 0<FNIx<1
algae

FNIP Fraction of inorganic nitrogen produced by predation 0<FNIP<1

FND Fraction of dissolved organic nitrogen produced by 0<FNDx <1
metabolism of algae

FNDP Fraction of dissolved organic nitrogen produced by predation | 0 < FNDP < 1

FNL Fraction of labile particulate nitrogen produced by metabolism | 0 < FNLx < 1
of algae

FNLP Fraction of labile particulate nitrogen produced by predation 0<FNLP<1

FNR Fraction of refractory particulate nitrogen produced by 0<FNRx <1
metabolism of algae

FNRP Fraction of refractory particulate nitrogen produced by 0<FNRP <1
predation

FPD Fraction of dissolved organic phosphorus produced by 0<FPDx <1
metabolism by algae

FPDP Fraction of dissolved organic phosphorus produced by 0<FPDP<1
predation

FPI Fraction of inorganic phosphorus produced by metabolism of | 0 < FPI < 1
algae

FPIP Fraction of inorganic phosphorus produced by predation 0<FPIP<1

FPL Fraction of labile particulate phosphorus produced by 0<FPLx<1
metabolism of algae

FPLP Fraction of labile particulate phosphorus produced by 0<FPLP<1
predation

FPR Fraction of refractory particulate phosphorus produced by 0<FPRx<1
metabolism of algae

FPRP Fraction of refractory particulate phosphorus produced by 0<FPRP <1
predation

FR Macrobenthic filtration rate m3 gm'1C day'1

f(T) Effect of suboptimal temperature on algal production 0<f(T)y<1

| lllumination rate Langleys day'1

Ih lllumination rate at which algal production is halved Langleys day'1

lo Daily illumination at water surface Langleys day'1

Kcod Oxidation rate of chemical oxygen demand day'1

Kdc Minimum respiration rate of dissolved organic carbon day'1

Kdcalg Constant that relates respiration rate to algal biomass m® gm'1 C day"1

Kdn Minimum mineralization rate of dissolved organic nitrogen day'1

Kdnalg Constant that relates mineralization rate to algal biomass m° gm'1 C day’1

Kdoc Dissolved organic carbon respiration rate day'1

(Sheet 2 of 5)
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Table 4-2. Continued

Symbol Definition Units

Kdon Dissolved organic nitrogen mineralization rate day'1

Kdop Dissolved organic phosphorus mineralization rate day'1

Kdp Minimum mineralization rate of dissolved organic phosphorus day'1

Kdpalg Constant that relates mineralization rate to algal biomass m> gm'1 C day'1

Keb Background light attenuation m’

Kechl Light attenuation coefficient for chlorophyll ‘a’ m? mg'1

Kess Total light attenuation m™

Kfc Decay rate of fecal coliform day'1

KHn Half-saturation concentration for nitrogen uptake by algae gm N m3

KHndn Half-saturation concentration of nitrate required for gm N m3
denitrification

KHnnt Half-saturation concentration of NH, required for nitrification | gm N m3

KHocod Half-saturation concentration of dissolved oxygen required for | gm O, m?
exertion of COD

KHodoc Half-saturation concentration of dissolved oxygen required for | gm O, m?
oxic respiration

KHomb Dissolved oxygen concentration at which macrobenthic gm O, m*
grazing is halved

KHont Half-saturation concentration of dissolved oxygen required for | gm O, m*
nitrification

KHp Half-saturation concentration for phosphorus uptake by algae | gm P m?

KHr Half-saturation concentration for dissolved organic carbon gm O, m*
excretion by algae

Klc Minimum dissolution rate of labile particulate carbon day'1

Klcalg Constant that relates dissolution rate to algal biomass m3 gm'1 C day'1

Kin Minimum dissolution rate of labile particulate nitrogen day'1

Kinalg Constant that relates dissolution rate to algal biomass m3 gm'1 C day'1

Klp Minimum dissolution rate of labile particulate phosphorus day’1

Klpalg Constant that relates dissolution rate to algal biomass m? gm'1 C day'1

Klpoc Labile particulate organic carbon dissolution rate day'1

Klpon Labile particulate organic nitrogen hydrolysis rate day'1

Klpop Labile particulate organic phosphorus hydrolysis rate day'1

Kr Reaeration coefficient m day'1

Krc Minimum dissolution rate of refractory particulate carbon day'1

Krcalg Constant that relates dissolution rate to algal biomass m?® gm'1 C day'1

Krn Minimum dissolution rate of refractory particulate nitrogen day'1

Krnalg Constant that relates dissolution rate to algal biomass m? gm'1 C day'1

(Sheet 3 of 5)
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Table 4-2. Continued
Symbol Definition Units
Krp Minimum dissolution rate of refractory particulate phosphorus day'1
Krpalg Constant that relates dissolution rate to algal biomass m3 gm'1 C day'1
Krpoc Refractory particulate organic carbon dissolution rate day'1
Krpon Refractory particulate organic nitrogen hydrolysis rate day'1
Krpop Refractory particulate organic phosphorus hydrolysis rate day'1
KT Surface heat exchange coefficient watt m? °c”’
KTb Effect of temperature on basal metabolism of algae oc™!
KTcod Effect of temperature on oxidation of chemical oxygen o
demand
KTg1 Effect of temperature below Tm on growth of algae °c?
KTg2 Effect of temperature above Tm on growth of algae °c2
KThdr Constant that relates hydrolysis rates to temperature oc™!
KTmnl Constant that relates mineralization rates to temperature oc™!
KTnt1 Effect of temperature below Tmnt on nitrification °c2
KTnt2 Effect of temperature above Tmnt on nitrification °C2
LPOC Labile particulate organic carbon gmC m
LPON Labile particulate organic nitrogen gm N m3
LPOP Labile particulate organic phosphorus gmP m*
MBGM Macrobenthic biomass gmC m?
NH, Ammonium concentration gm N m*
NO, Nitrate+nitrite concentration gm N m3
NT Nitrification rate gm N m* day'1
NTm Maximum nitrification rate at optimal temperature gm N m3 day'1
PM Production rate of algae under optimal conditions day'1
PN Preference for ammonium uptake by algae 0<PN<1
PO,a Phosphate in algal biomass gmP m*
PO,d Dissolved phosphate concentration gmP m?
PO,dmax Dissolved phosphate concentration at which algal gmP m3
phosphorus-to-carbon ratio achieves its maximum value
PO,t Total phosphate concentration gmP m?
PR Rate of predation on algae day'1
P Production rate of algae day'1
QJ. Volumetric flow across flow face j m> sec”
RPOC Refractory particulate organic carbon gmC m3
RPON Refractory particulate organic nitrogen gmN m3
(Sheet 4 of 5)
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Table 4-2. Concluded

Symbol Definition Units

RPOP Refractory particulate organic phosphorus gmP m*

S Salinity ppt

S External loads and kinetics sources and sinks in ith control gm sec”!
volume

t Temporal coordinate sec

T temperature °C

Te Equilibrium temperature °C

Tm Optimal temperature for growth of algae °C

Tmnt Optimal temperature for nitrification °C

Tr Reference temperature for metabolism °C

Trcod Reference temperature for COD oxidation °C

Trhdr Reference temperature for hydrolysis °C

Trmnl Reference temperature for mineralization °C

\4 Volume of ith control volume m°

WSI Settling velocity of labile particles m day’1

WSr Settling velocity of refractory particles m day'1

WSa Settling velocity of algae m day'1

WSmb Equivalent settling rate induced by macrobenthic grazing m day'1

X Spatial coordinate m

z Vertical coordinate m

z, Distance from water surface to top of model segment m

z, Distance from water surface to bottom of model segment m

Az Model segment thickness m

o Density of water kg m

(Sheet 5 of 5)

Predictive Sediment Submodel

The predictive sediment submodel was developed as one component of
the Chesapeake Bay eutrophication model study (Cerco and Cole 1994).
The need for a predictive benthic sediment model was made apparent by
the results of a preceding steady-state model study of the bay (HydroQual
1987). The study indicated sediments were the dominant source of phos-
phorus and ammonium during the summer period of minimum dissolved
oxygen. Increased sediment oxygen demand and nutrient releases were
implicated in a perceived dissolved oxygen decline from 1965 to 1985. No
means existed to predict how these sediment processes would respond to
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nutrient load reductions, however. Neither was the time scale for comple-
tion of the responses predictable.

For management purposes, a sediment model was required with two
fundamental capabilities: (1) predict effects of management actions on
sediment-water exchange processes, and (2) predict time scale for alter-
ations in sediment-water exchange processes.

The model (Figure 4-16) was driven by net settling of organic matter
from the water column to the sediments. In the sediments, the model simu-
lated the diagenesis (decay) of the organic matter. Diagenesis produced
oxygen demand and inorganic nutrients. Oxygen demand, as sulfide (in
salt water) or methane (in fresh water), took three paths out of the sedi-
ments: export to the water column as chemical oxygen demand, oxidation
at the sediment-water interface as sediment oxygen demand, or burial to
deep, inactive sediments. Inorganic nutrients produced by diagenesis took
two paths out of the sediments: release to the water column, or burial to
deep, inactive sediments.

NET SETTUNG OF NUTRIENT cobo SEDIMENT
ORGANIC MATTER RELEASE RELEASE OXYGEN
A N DEMAND
A
SEDIMENT—-WATER [ l
EXPORTED
INTERFACE
Y
DIAGENESIS (DECAY) OXYGEN N »:j
—D EXERTED
OF ORGANIC MATTER DEMAND 4
Y
INORGANIC ; BURIAL
— > sumiaL_|
NUTRIENTS

Figure 4-16. Sediment model schematic

Additional details of the model, required to understand the coupling of
the sediment submodel to the model of the water column, are provided
below. Complete model documentation is provided by DiToro and
Fitzpatrick (1993). A listing of sediment model state variables and pre-
dicted sediment-water fluxes is provided in Table 4-3.
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Table 4-3.
Sediment Model State Variables and Fluxes

State Variable Sediment-Water Flux

Temperature

Particulate Organic Carbon Sediment Oxygen Demand
Sulfide/Methane Release of Chemical Oxygen Demand

Particulate Organic Nitrogen

Ammonium Ammonium Flux

Nitrate Nitrate Flux

Particulate Organic Phosphorus

Phosphate Phosphate Flux

Description of Sediment Model

Benthic sediments are represented as two layers with a total depth of
10 cm (Figure 4-17). The upper layer, in contact with the water column,
may be oxic or anoxic depending on dissolved oxygen concentration in the
water. The lower layer is permanently anoxic. The thickness of the upper
layer is determined by the penetration of oxygen into the sediments. At its
maximum thickness, the oxic layer depth is only a small fraction of the
total.

The sediment model consists of three basic processes. The first is depo-
sition of particulate organic matter from the water column to the sedi-
ments. Due to the negligible thickness of the upper layer, deposition pro-
ceeds from the water column directly to the lower, anoxic layer. Within
the lower layer, organic matter is subject to the second basic process,
diagenesis (or decay). The third basic process is flux of substances pro-
duced by diagenesis to the upper sediment layer, to the water column, and
to deep, inactive sediments. The flux portion of the model is the most
complex. Computation of flux requires consideration of reactions in both
sediment layers, of partitioning between particulate and dissolved fractions
in both layers, of sedimentation from the upper to lower layer and from the
lower layer to deep inactive sediments, of particle mixing between layers,
of diffusion between layers, and of mass transfer between the upper layer
and the water column.

Deposition

Deposition is one process which couples the model of the water column
with the model of the sediments. Consequently, deposition is represented
in both the sediment and water-column models. In the water column,
deposition is represented with a modification of the mass-balance equation
applied only to cells that interface the sediments:
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Figure 4-17. Sediment model layers and definitions
oC WS w
— =[transport] + [kinetics| + —C, ——<C
ot Az Az
where

= concentration of particulate constituent (gm m'3)

WS = settling velocity in water column (m day'l)

Cup = constituen3t concentration two cells above sediments
(gm m™)
W_ = net settling to sediments (m day'l)
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Az = cell thickness (m)

Net settling to the sediments may be greater or lesser than settling in the
water column. Sediment resuspension is implied when settling to the sedi-
ments is less than settling through the water column. Net settling that
exceeds particle settling velocity implies active incorporation of particles
into sediment by biota or other processes.

Diagenesis

Organic matter in the sediments is divided into three G classes or frac-
tions, in accordance with principles established by Westrich and Berner
(1984). Division into G classes accounts for differential decay rates of
organic matter fractions. The GI, labile, fraction has a half life of 20 days.
The G2, refractory, fraction has a half life of one year. The G3, inert, frac-
tion undergoes no significant decay before burial into deep, inactive sedi-
ments. Each G class has its own mass-conservation equation:

. w. . fC-WGi-HKGie™
5t : l (4.69)

where

H = total thickness of sediment layer (m)

Gi = concentration organic matter in G class i (gm m'3)

f. = fraction of deposited organic matter assigned to G class |
W = burial rate (m day'l)

K. = decay rate of G class i (day'l)

0. = constant that expresses effect of temperature on decay of G
class i

Since the G3 class is inert, K5 =0.

Total diagenesis is the rate at which oxygen demand and nutrients are
produced by diagenesis of the G1 and G2 fractions:

J=H [KIGIBET_ZO) + K2G29(2T_20)] (4.70)

where

J = total diagenesis (gm m™ day'l)
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Flux

Total diagenesis provides the driving force for the flux portion of the
model. Computation of flux requires mass-balance equations for oxygen
demand and nutrients in both sediment layers. The upper layer is thin such
that a steady-state approximation is appropriate:

s fd, Ct, = fp,Ct, = fp,Ct,) + KL(fd,Ct, - fd,Ct,)
—WC Y K 471)

where

Ct, = total concentration in upper layer (gm m'3)
. . 3
Ct, = total concentration in lower layer (gm m™™)

fd, = dissolved fraction of total substance in upper layer
0<fd<1

fd, = dissolved fraction of total substance in lower layer
fp, = particulate fraction of total substance in upper layer = 1 - fd,
fp, = particulate fraction of total substance in lower layer

s = sediment-water mass-transfer coefficient (m day'l)

w = particle mixing velocity (m day'l)

KL = diffusion velocity for dissolved fraction (m day'l)

M
~
[

| = sum of all sources and sinks due to reactions in upper layer
(gm m™> day'l)

The left-hand side of Equation 4-71 represents flux to the water column
under the assumption that dissolved concentration in the water column is
negligibly small compared to the sediments. The assumption is made here
for notational simplicity. Effects of concentration in the overlying water
are computed in the sediment model code. The terms on the right-hand
side are mass transport due to particle mixing, diffusion of dissolved sub-
stance, deposition to the lower layer, and reactive sources and sinks. The
reactions include, for example, the oxidation of sulfide that results in sedi-
ment oxygen demand. The equation states that flux to the water column,
deposition from surficial sediments, and reactive sources and sinks are bal-
anced by mixing and diffusion from deeper sediments.

The mass balance equation for the lower layer accounts for temporal
concentration variations:

oCt, J
& H H

w
+ ;(Ctl -C)+ YK,

(,Ct, - fo,Ct,) —%(deCtz - fd,Ct,)

(4.72)
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where

2K, = sum of all sources and sinks due to reactions in lower layer
(gm m™> day'l)

The first term on the right of Equation 4.72 represents the diagenetic
source of oxygen demand or nutrient. The second term represents
exchange of the particulate fraction with the upper layer. The third term
represents exchange of the dissolved fraction with the upper layer. The
fourth term represents deposition of total substance from the upper layer to
the lower layer and burial from the lower layer to deep, inactive sediments.
The last term is the sum of all internal sources and sinks due to reactions.

The mass balance equations, with appropriate sources and sinks, are
solved within the sediment model for sulfide, methane, ammonium, nitrate,
phosphate, and silica. Details of the reactions and solution scheme may be
found in the model documentation (DiToro and Fitzpatrick 1993).

The water-quality and sediment models interact on a time scale equal to
the integration time step of the water-quality model. After each integra-
tion, predicted particle deposition, temperature, nutrient and dissolved
oxygen concentrations are passed from the water-quality model to the sedi-
ment model. The sediment model computes sediment-water fluxes of dis-
solved nutrients and oxygen based on predicted diagenesis and concentra-
tions in the sediments and water. The computed sediment-water fluxes are
incorporated by the water-quality model into appropriate mass balances
and kinetic reactions.

Chapter 4 Water Quality Model Formulation



5 Water Quality Model Input

The CE-QUAL-ICM (ICM) requires various forms of information in
order to accurately predict water quality. Types of input data required
include hydrodynamic, meteorological, initial conditions, boundary condi-
tions and external loadings, and also parameters. Descriptions of these
inputs for this study are presented below. Parameters include kinetic rate
coefficients, half saturation constants, stoichiometry, and other coefficients
used in water quality reactions. Parameters used in this study are presented
in Chapter 7.

Hydrodynamics

CH3D-WES (see Chapter 3) was the source for all hydrodynamic infor-
mation for ICM during this study. The hydrodynamic information gener-
ated by CH3D can be described as time-invariant and time-varying.
Time-invariant data are the information obtained from CH3D which do not
change, or are constant, during the ICM simulation. Time-varying data are
information which change during the simulation and which must be
updated in ICM at each hydrodynamic update interval.

Time-invariant hydrodynamic data consist of: cell areas (m?) in
planform, i.e., in the horizontal plane; initial cell volumes (m3) for all
computational cells; distances (m) between neighboring cell centroids; and
initial subsurface horizontal flow-face areas (m?) between all cells. With
the z-plane version of CH3D-WES, which was used for this study, the hori-
zontal flow-face areas and volumes of cells below the surface layer do not
change over time. However, since the surface layer thicknesses increase
and decrease with the tides, horizontal flow-face areas and cell volumes in
the surface layer do change over time.

Time-varying data consist of three-dimensional flows (m3/sec) between
computational cells, horizontal flow-face areas (m?) for surface layer cells,
cell volumes (m?3) for the surface layer, and vertical diffusivities (m?/sec)
between layers. The flows, facial areas, and diffusivities are updated
within ICM at each hydrodynamic update interval, but they are held con-
stant in I[CM between hydrodynamic updates. Volumes are used for
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comparison purposes during each hydrodynamic update to ensure that the
internally computed volume of ICM is consistent with CH3D-WES vol-
umes, i.e., to check for preservation of volume conservation.

A calibrated version of CH3D-WES must be applied for the same period
over which the WQM is to be applied. A processor is appended as subrou-
tines to the CH3D-WES source code. The processor computes
time-averaged flows, surface layer flow-face areas, and vertical
diffusivities throughout the ICM grid for each hydrodynamic update inter-
val and then writes these values to an output file that is subsequently used
by ICM. For the SIBE study, the averaging interval, or hydrodynamic
update interval was fifteen minutes. Processing the hydrodynamic infor-
mation separately and storing it in a file allows a set of hydrodynamic
information to be generated once and used repeatedly for WQM applica-
tion. Details of the hydrodynamic model and its application are covered in
Chapter 3.

For this study, a one-to-one correspondence of the HM and WQM grids
was used, i.e., the same grid was used for both models. Since water levels
are used to drive the ocean boundaries of the HM, the outermost row of
cells is not used within the WQM grid. It is possible for the WQM to use
either a coarser overlay of the HM grid or an entirely different grid and
project mass conserving flow fields from the HM grid to the WQM. The
latter approach has been developed recently and is still undergoing testing.

For this study, a modification was made to the grid. The areas of con-
cern in this study were in the interior bays and canals of the system and not
the offshore regions. There are large differences in depth (and the number
of layers) between the areas of concern and the offshore waters. Numerous
areas in the interior of the system had depths of approximately 3 ft and
were modeled as one layer. Offshore regions were over 90 ft deep or 30
layers. The large numbers of cells required offshore resulted in
un-necessarily long computational requirements. To alleviate this prob-
lem, an additional four rows of cells were removed along the ocean bound-
ary. The final grid shown in Figure 5-1 contained 1,923 surface cells and
10,600 total cells. The deepest portion of the reduced grid was directly
offshore of the mouth of San Juan Bay which was 30 layers or approxi-
mately 90 ft deep.

Meteorological Data

ICM utilizes meteorological information in the computation of tempera-
ture and algal growth. Daily meteorological observations were obtained
for the National Weather Service Station at the San Juan International Air-
port for the period May through September 1995. Data obtained consisted
of daily average values for dry bulb temperature, wet bulb temperature,
cloud cover, and wind speed. With this information values for equilibrium
temperature, heat exchange coefficient, daily solar illumination, and
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Figure 5-1.  Water quality model grid, reduced from hydrodynamic model grid

fractional day length were computed. Details of the computational proce-
dures used are found in Edinger et al. (1974).

Initial Conditions

ICM requires initial concentrations for all modeled constituents in all
water column and sediment cells. These values must be realistic, other-
wise model results can be biased by the initial conditions and may not fully
reflect the loading and hydrodynamic processes occurring during simula-
tion. Appropriate initial conditions for the sediment model are especially
crucial since sediment model cells respond more slowly to changes in the
loads and processes than does the water column.

Initial conditions were generated by spinning up the model. Spinning
up was accomplished by initiating model calibration with a set of uniform
initial conditions for water column cells based upon sampling data. Initial
conditions in the sediments were specified in a similar manner. ICM was
run using the calibration period hydrodynamics, loads, and boundary con-
ditions. At the end of the first calibration run, the concentrations of all
constituents in all water column and sediment cells were stored in a binary
file. This file was then used as the initial conditions for a second calibra-
tion run. At the completion of the second calibration run, concentrations
for all cells were again written to a binary file which was used as the initial
conditions for the third calibration run. This process was repeated in sub-
sequent calibration runs until a quasi steady-state condition (in terms of
initial conditions) was reached in both the water column and sediment
cells. This process required approximately 12 runs. Once a quasi
steady-state set of initial conditions existed, all subsequent runs were made
using the same set of initial conditions. The same iterative procedure was
used to establish initial conditions for scenario runs. The scenario simula-
tion period was run multiple times using results from the previous run to
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establish a new set of initial conditions. The process was repeated until a
quasi steady-state set of initial conditions existed between runs.

Boundary Concentrations and Loading
Estimates

Water quality boundary conditions for this study can be divided into two
forms, ocean and terrestrial. Atmospheric loadings were not included.
Ocean boundary conditions are concentrations set along the open ocean
boundary. These concentrations are used for all flow conditions during
which flow is coming into the water quality model grid at the edge of the
grid along the ocean boundary. Terrestrial boundary concentrations or
loads are specified for inflows entering the water quality model grid from
tributary headwaters, local, nonpoint source runoff directly from land into
the bays, and point source loads. Point source loads are usually used to
account for discharges from treatment plants, wastewater, combined sewer
overflows, pumping plants, and other sources of pollutants at specified
locations. Point and nonpoint source loadings are usually treated as loads,
which means they are input as mass/time (the product of flow times con-
centration) at the appropriate grid locations and are not tied to a HM tribu-
tary inflow. Boundary concentrations are usually specified to the WQM
for tributaries since flows are passed from the HM to the WQM for all trib-
utaries. However, for this study, the tributary loads were computed and
input for all constituents, except temperature and DO for which concentra-
tion boundary conditions were input.

Ocean Boundary Concentrations

The values used for the ocean boundary were obtained from the data
collected at stations AO-1 and AO-2 (Kennedy et al., 1996). Analysis of
data at these stations indicates that there is little variation in the data
between the stations, and there was no vertical stratification. Nutrient
levels were low relative to levels inside the SJBE system. Consequen-
tially, these data were averaged and a single value was determined which
was used for all ocean boundary faces (Table 5-1). Ocean boundary con-
centrations varied over time and were updated periodically as shown in
Table 5-1.
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Table 5-1.

Ocean Boundary Concentrations

Parameter Day 0 Day 38 Day 52 Day 66 Day 81
Temperature, °C 28.0 28.0 28.3 28.2 28.9
Salinity, ppt 37.9 36.6 36.2 37.9 371
Total Suspended Solids, mg/l | 0.0 0.0 0.0 0.0 0.0
Chlorophyll-a, pg/! 0.48 0.37 0.48 0.23 0.50
DOC, mgl/l 3.12 0.94 3.15 8.47 1.98
POC, mg/l 0.38 0.43 0.38 1.50 0.32
NH,, mg/l 0.0 0.09 0.0 0.03 0.16
NO,, mg/l 0.01 0.01 0.0 0.0 0.0
TON, mg/l 0.0 0.0 0.0 0.0 0.0
TIP, mg/l 0.002 0.002 0.001 0.001 0.003
DOP, mgl/l 0.003 0.017 0.0 0.007 0.007
POP, mgl/l 0.001 0.006 0.003 0.0 0.004
DO, mgl/l 6.2 6.1 5.9 5.3 4.8

Loading Estimates

External loads of constituents are separated into two categories, point
source and nonpoint source. Point source loads are traditionally defined as
those which are attributable to a single location or “point.” Examples
include effluent pipes from municipal or industrial wastewater treatment
facilities. Nonpoint source loads are defined as those whose origin is dis-
tributed over a widely spaced area. A traditional example is runoff from a
local subwatershed along the model shoreline. Nonpoint source loads can
also include loads which are truly point source in nature but which occur in
the watershed and not at the model boundary.

When commencing this study, an extensive effort was made to identify
significant point source and nonpoint source loads for the SJBE system.
Many possible sources of pollution were identified as reasons for poor
water quality in various regions of the system. Unfortunately, little docu-
mentation was discovered which substantiated these theories. Part of the
problem is that in some cases it is hard to quantify the loads due to their
distributed nature. Other cases, such as sewer pump station overflows, are
intermittent and the quantity of water and load cannot be easily deter-
mined. In other instances, data on concentration or flow were lacking.

A review of EPA permit records indicated that there were no major
municipal wastewater treatment plants or industrial point source discharg-
ers for nutrients or oxygen-depleting substances that were releasing
effluents directly into the SJBE system. Treatment plant effluents are
removed via a Puerto Rico Aqueduct and Sewer Authority (PRASA) pipe-
line for ocean disposal beyond the boundary of the water quality model
grid. Two Puerto Rico Electric Power Association (PREPA ) power plants
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discharge cooling water to San Juan Bay. The net effect of these two
power plants is that they increase the temperature of the cooling water.
Therefore, all of the external loads can be considered as nonpoint source
loads.

Estimation of Flows. While there are officially no major point source
dischargers to the system, the system receives significant loads in the form
of runoff loads from the adjacent watershed and storm water pump sta-
tions. Prior to estimation of these loads, two pieces of information are
required, flow and concentration. Two forms of flow data were available,
Rio Piedras (see Figure 1-1) flow records and storm water pump station
records.

Rio Piedras at Hato Rey flow records for the period being modeled were
obtained from the USGS. The frequency of these data were 15 minutes. A
review of the records for the calibration period indicated that observed
flows varied from 0.11 to 236.6 m3/s (4 to 8355 ft3/s), see Figures 5-2a
through 5-2d for June through September 1995. Daily averages of flow
were used in the hydrodynamic model for the Rio Piedras inflow.

Records for storm water pump stations operated by the Puerto Rico
Department of Natural Resources were obtained. The only pump station
whose records overlapped the calibration period was the Baldorioty de
Castro Pump Station on San José Lagoon. (Records for the calibration
period for the other pump stations were unavailable.) Information on these
records consisted of hours of operation for pumps from which the daily
pumping duration could be obtained. The daily total water volume pumped
was determined by multiplying the pump capacity by the daily pumping
duration. This volume was then converted into an equivalent daily flow
rate as shown in Figure 5-3.

The SIBE watershed was divided into 21 sub-basins as shown in Figure
5-4 based upon information extracted from USGS topographic maps.
Areas for each sub-basin were determined and are listed in Table 5-2.
Freshwater flows were introduced in the HM at each location where there
is an arrow shown in Figure 5-4. There are more arrows than sub-basins
since flows were put in and taken out at two power plants and in several
cases more than one flow location was used for a sub-basin. For all cases,
except Caflo Martin Pefia, the HM inflow was treated as a tributary (i.e.,
quantity with momentum). For Cafio Martin Pefia, inflow was distributed
along the canal as a lateral flow, i.e., no momentum.
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a. Rio Piedras June 1995 Flows (DCHARGE2 Chart 1)
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Figure 5-2.  Flows observed at Hato Rey, Rio Piedras, June-September 1995
(continued)
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c. Rio Piedras Flows August 1995 (DCHARGE2 Chart 4)
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d. Rio Piedras September 1995 Flows (DCHARGE2 Chart 5)
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Figure 5-2.
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Baldeority de Castro Pumping Station
Sheet 2 Chart 1
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Figure 5-3.  Flows for Baldeority de Castro Pump Station computed from
pumping records for June-September 1995

Figure 5-4.  Model sub-basins of the San Juan Bay Estuary System with model
locations of freshwater inflows indicated by the arrows
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Table 5-2.

SJBE Sub-Basins and Areas

Sub-basin Name Size (mi?)
A1 Bayamon 1.35
A2 San Fernando 1.0
A3 Rio Piedras 271
A4 Martin Pefia 23
A5 Juan Méndez 32
A6 Unnamed creek sw Laguna San José 0.9
A7 Unnamed creeks Laguna San José 0.9
A8 Quebrada San Anton 6.8
A9 Quebrada Blasina 2.96
A10 Eastern Blasina 5.3
A1 Western Blasina 3.0
A12 Old San Juan 0.9
A13 Western End of Airport 0.9
A14 Northern End of Airport 0.45
A15 Southern End of Airport 1.35
A16 Eastern End of Airport 1 0.22
A17 Eastern End of Airport 2 0.23
A18 Santurce 5.86
A19 Malaria 6.0
A20 Pifiones 13.0
A21 East of Torrecilla 1.0

Using the USGS gaged flow records from Hato Rey and the Baldorioty
de Castro Pump Station pumping records, flow relationships were derived
for each sub-basin of the watershed. However, prior to the derivation of
any flow relationships, the observed flows for the two locations had to be
converted to inches per day of runoff. This was accomplished by dividing
the equivalent daily volume of flow by the area of the respective sub-basin
expressed in square feet. The resulting height of runoff was then converted
from ft/day to in./day. Sub-basin area used for the Rio Piedras regression
was the area upstream of the USGS flow gage at Hato Rey (15.2 mi%). A
contributing area of 1.94 mi2 was used for the Baldorioty de Castro
sub-basin.

Rainfall records for the calibration period were available from the
National Weather Service station at the San Juan International Airport and
for a number of USGS rainfall collection stations in the basin. Using rain-
fall records from the USGS rain gage at Rio Piedras and flow records from
the USGS flow gage at Hato Rey, a type II regression was performed to
determine a relationship between rainfall and runoff. A similar procedure
was followed using pumping records from Baldorioty de Castro Pump Sta-
tion and National Weather Service rainfall records. The rainfall-runoff
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relationships developed for Rio Piedras at Hato Rey and Baldorioty de
Castro Pump Station, respectively, are

g, =0046 + 0.7468 Lirain (5.1)
where

gp = Rio Piedras flow at Hato Rey, inches/day

rain = daily rainfall observed at the Rio Piedras rain gage,
inches/day

and
g, =0232+ 09 rain (5.2)
where

qp = Baldorioty de Castro Pump Station flow, inches/day

rain = daily rainfall observed at the San Juan International Airport,
inches/day

Figures 5-5 and 5-6 show the relationship between Equations 5.1 and
5.2 and the observed rainfall and flow. The first term in Equations 5.1 and
5.2 represents a base flow and the second a runoff flow. The base flow
occurs whether there is any rainfall or not. Runoff flow only occurs when
there has been rainfall. The values computed in the above equations are in
inches per day of flow which were converted to ft3/s for each sub-basin by
the following relationship

0 =5093x10"q 4,,, (5.3)

where

Basin — Measured area of sub-basin in mi’

Initially, Equations 5.1 - 5.3 were used to compute runoff flows for all
sub-basins for which there were no observed flows, which included all the
sub-basins except for Rio Piedras and the Baldorioty de Castro Pump Sta-
tion. For Rio Piedras, flows observed at Hato Rey were multiplied by 1.78
to account for contributions from the portion of the watershed below the
stream gage.

Refinements were made to several of the other sub-basins after tests
with the hydrodynamic model indicated that the predicted inflows were too
high to maintain proper salinity. Because water levels and flows through
transects compared favorably with measured data, it was assumed that esti-
mated flows were probably too high rather than ocean exchange too low.
Inflows for the several sub-basins around Quebrada Blasina and Laguna de
Piflones were computed using the SCS Curve Number Method (Mississippi
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Figure 5-5.  Observed flows for Rio Piedras at Hato Rey versus observed
rainfall plotted with the best-fit regression line
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Figure 5-6.  Computed flows based on pumping records for Baldorioty de
Castro Pump Station versus observed rainfall plotted with the
best-fit regression line
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Department of Environmental Quality et al. 1994) to estimate runoff flows
per unit area (inches/day).

i + 020322 - ]
o CN
q_

rain + 080 000 - IOE
CN

(5.4)
where

rain = rainfall at International Airport, inches/day

CN = SCS Curve Number

Curve Numbers were selected based on land use, land cover, and soil
type and are shown in Table 5-3. The unit areal flows computed from
Equation 5.4 were used with Equation 5.3 to calculate volumetric flows
(m3/sec). Rationale for re-computing flows for these basins was twofold.
The region east of Pifiones is undeveloped and flat and would therefore
have a longer retention time and slower response than the developed, hilly
Rio Piedras watershed. Secondly, flows for the region surrounding Laguna
de Pifiones were being over-predicted by the regression developed from the
Baldorioty de Castro Pump Station. The Santurce region served by the
Baldorioty de Castro Pump Station is a highly developed region of the San
Juan metropolitan area. Due to limited infiltration as a result of impervi-
ous land cover, this region has a high percentage of runoff (90%). In addi-
tion, there is a substantial base flow which is thought to be due to leaking
sewer pipes and undocumented sewer connections to the storm-water col-
lection system. Neither the base flow nor the high runoff coefficient for
the Baldorioty de Castro regression was appropriate for the Pifiones and
Blasina sub-basins.

Table 5-3.

SJBE Sub-Basin Curve Numbers

Sub-Basin Name SCS Curve Number
A9 Quebrada Blasina 98
A10 Eastern Blasina 98
A11 Western Blasina 98
A13 Western End of Airport 84
A16 Eastern End of Airport 1 86
A17 Eastern End of Airport 2 86
A20 Pifiones 76
A21 East of Torrecilla 76
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Flows for the remaining regions were analyzed in conjunction with
hydrodynamic calibration runs. It became apparent that the estimated
inflows were also too high in the interior of the system, specifically San
José Lagoon. In order to improve the salinity predictions in San José, base
flows for the sub-basins flowing into San José were reduced by 50%.
Table 5-4 summarizes the sources of and methods used to obtain runoff for
each sub-basin.

Table 5-4.

SJBE Sub-Basin Flow Estimation Methods

Sub-Basin Name Method

A1 Bayamon Rio Piedras Regression

A2 San Fernando Rio Piedras Regression

A3 Rio Piedras USGS Observed Flows

A4 Martin Pefia Baldorioty de Castro Regression

A5 Juan Mendez Baldorioty de Castro Regression

A6 Unnamed creek sw Laguna San Jos¢ | Baldorioty de Castro Regression

A7 Unnamed creek sw Laguna San José Baldorioty de Castro Regression

A8 Quebrada San Anton Baldorioty de Castro Regression

A9 Quebrada Blasina SCS Curve Number Method

A10 Eastern Blasina SCS Curve Number Method

A11 Western Blasina SCS Curve Number Method

A12 Old San Juan SCS Curve Number Method

A13 Western End of Airport SCS Curve Number Method

A14 Northern End of Airport SCS Curve Number Method

A15 Southern End of Airport SCS Curve Number Method

A16 Eastern End of Airport 1 SCS Curve Number Method

A17 Eastern End of Airport 2 SCS Curve Number Method

A18 Santurce Baldorioty de Castro Records and
Regression

A19 Malaria Rio Piedras Regression

A20 Pifiones SCS Curve Number Method

A21 East of Torrecilla SCS Curve Number Method

Runoff Concentrations. Runoff concentrations are required to set trib-
utary boundary concentrations and/or to compute tributary and local runoff
loads. Most of the runoff entering into the San Juan estuaries system is not
routinely sampled. As a result, the most comprehensive database available
for the calibration period was the tributary sampling conducted in conjunc-
tion with the open water monitoring study conducted for model calibration
(Kennedy et al. 1996). Due to the limited number of observations on any
one tributary and the similarity of most of the watershed, the data for all
were combined together into a database from which a single average value
was determined and used (see Table 5-5) for each constituent concentra-
tion. These values were held constant for the duration of the calibration
simulation and applied with the following exceptions discussed below to
estimate all loads, including tributary inflows, local, storm-water runoff,
and storm-water pumping plant discharges. With this approach, loads vary
with flow since they are the product of flow and concentration. However,

Chapter 5 Water Quality Model Input



the limited information on loadings to the system is a major source for
model error and uncertainty and a recognized future monitoring need.

Table 5-5.

Uniform Runoff Concentrations
Constituent Value Used
Temperature, °C 27.9
Salinity, ppt 0.0

Total Suspended Solids, mg/l 12.0
DOC, mg/l 13.2
POC, mg/l 2.0

NH,, mg// 1.035
NO,, mg/l 0.15
TON, mgl/! 0.16
DIP, mg/l 0.23
DOP, mgl/l 0.025
POP, mgll 0.20

DO, mg/l 5.84
Fecal Coliform, mpn/100ml 1.6 x 10°

Exceptions to uniform concentrations are presented in Table 5-6. Excep-
tions included DO concentrations in the flows from Malaria Canal where
DO was set to 2.0 mg/I instead of the 5.84 mg/l value used elsewhere
(Table 5-5). The highest DO observation in Malaria during the sampling
study was 2.53 mg/l, while the lowest was 0.5 mg/l. Malaria is reputed to
have poor water quality resulting from sewage overflows and discharges
and as such warrants a lower DO concentration. Headwater boundary TSS
concentrations on the Rio Piedras were set to 114 mg/1 while those on the
Quebrada San Anton were set to 57 mg/l. TSS levels in these two streams
were much higher than the other tributaries. Chlorophyll loads were intro-
duced for only the sub-basins shown in Table 5-6, whereas for other
sub-basins, the chlorophyll load was zero. Finally, fecal coliform bacteria
levels for Rio Bayamon were set to 215 mpn/100 ml. This value is the
average of the samples collected in that stream. The reason that Rio
Bayamon observations were so low is unclear. Rio Bayamon serves as the
receptor for cooling water discharges from the Palo Seco Power Plant, one
of two power plants in the SIBE System. The intake water for this plant
comes from offshore and should have very low levels of fecal coliform.
The power plant uses approximately 650x10° gal/day or 28.5 m>/s
(1,006 ft3/s), which when discharged to the Rio Bayamon would then
simply be diluting the upstream fecal coliform levels thereby resulting in
the low counts obtained during sampling. Tributary loads for Rio
Bayamon were computed using only the computed tributary flow based
upon drainage area.
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Table 5-6.
Modified Runoff Concentrations
Fecal

Chlorophyll | Coliform
Sub-Basin DO mgl/l TSS mg/l | pgll mpn/100 ml
Rio Piedras 5.84 112 3.33 1.6 x 10°
Malaria 2.0 12 2.5 1.6 x 10°
Bayamon 5.84 12 82 215
San Fernando 5.84 12 27 1.6 x 10°
Quebrada Blasina 5.84 12 1 1.6 x 10°
Runoff into Eastern Blasina 5.84 12 1 1.6 x 108
Runoff into Western Blasina 5.84 12 1 1.6 x 10°
Runoff into Cafio Martin Pefia 5.84 12 4 1.6 x 10°
Juan Méndez 5.84 47 3 1.6 x 10°
Un-named creeks sw Laguna San José | 9.84 12 4 1.6 x 10°
Un-named creeks Laguna San José 5.84 12 4 1.6 x 10°
Quebrada San Anton 5.84 12 11 1.6 x 10°
Runoff into Airport area 5.84 12 4 1.6 x 10°
Runoff into Laguna de Pifiones 5.84 12 1 1.6 x 108

The second power plant located in the system, the San Juan Power
Plant, withdraws and discharges to San Juan Bay near the Military Termi-
nal. The maximum cooling water flow for this facility is 700x10° gal/day
or 32.8 m3/s (1159 ft3/s). These power plants are treated as a special type
of boundary in the WQM. At the intakes, water is removed from the model
grid. The water is then returned to the model at the outfall location with-
out any change in water quality other than a temperature increase of 5°C
resulting from process unit cooling. Concentrations of other constituents
are introduced unchanged at the outfall.

Initial sub-basin loads to the WQM were computed by multiplying the
daily flows for each sub-basin by the concentrations for the various con-
stituents indicated in Tables 5-5 and 5-6. It is pointed out that for all
sub-basins not indicated in Table 5-6, the uniform concentrations of Table
5-5 were used to compute loads. Additional loads were identified and
implemented during calibration and are discussed in Chapter 7.

The model requires that loads of organic carbon, nitrogen, and phospho-
rus be split into model state variables. These variables represent dissolved
organic, labile particulate organic, and refractory particulate organic con-
stituents. Laboratory analyses do not always directly indicate these splits.
In that case, values observed in other systems are adapted and refined, if
necessary, in the model calibration process.
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Dissolved organic carbon (DOC) was directly analyzed. Particulate
organic carbon (POC) was obtained by subtracting DOC from total organic
carbon. POC was split evenly between labile and refractory fractions.

This split includes more labile material than is normally employed. In
Chesapeake Bay, for example, the split is 10% labile and 90% refractory.
More labile material was required in San Juan to create oxygen demand
and match observed low dissolved oxygen concentrations in system bottom
waters. The split suggests loads to the SIBE system contain more fresh
organic matter (algal, raw sewage) than runoff to temperate estuaries.

Total organic nitrogen (TON) was obtained by subtracting ammonium
from total Kjeldahl nitrogen (TKN). Guidance for splitting TON into dis-
solved and particulate forms was obtained from ammonium and TKN data
collected in receiving waters adjacent to tributaries. The split was 10%
dissolved and 90% particulate. Particulate organic nitrogen was split
evenly into labile and refractory fractions, consistent with the splits for
POC.

The majority of phosphorus observations in the tributaries were of total
phosphorus (TP) and total dissolved phosphorus (TDP). Roughly 20% of
the observations also included dissolved inorganic phosphorus (DIP) and
particulate inorganic phosphorus (PIP). The DIP measures were used to
guide specification of DIP in the loads. Subtraction of DIP from TDP
yielded concentration of dissolved organic phosphorus (DOP) for use in
the model. Subtraction of TDP from TP yielded total particulate phospho-
rus. The total particulate phosphorus included labile and refractory
organic particles as well as particulate inorganic particles. PIP contains
mineral forms that are not biologically available. Since the model does not
include detailed representation of PIP chemistry, PIP is assigned to the
refractory particulate organic fraction. Consequently, the split of particu-
late phosphorus into labile and refractory fractions included more refrac-
tory matter than for carbon or nitrogen. The splits used in the model were
12.5% labile and 87.5% refractory.
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6 Hydrodynamic Model
Adjustment and Skill
Assessment

As previously discussed, a field data collection effort provided data for
boundary conditions as well as interior data for comparison with model
results (Fagerburg 1998). Water-surface elevations, salinity, and
water-velocity data were collected at several locations throughout the
system during June-August 1995. Both long-term as well as short-term
data were collected. The short-term data were collected over 17-19 August
1995 when the crew returned to remove the long-term instruments. These
data included ADCP data collected over several ranges in an attempt to
define the water flux through the connecting canals of the system. Due to
fouling of the long-term meters, very little useful long-term velocity and
salinity data were obtained. Most salinity data employed were collected by
Kennedy et al. (1996) during their collection of water quality data. Loca-
tions of data stations used in the skill assessment of CH3D are shown in
Figure 6-1. Assessing the ability of the numerical model to simulate the
hydrodynamics of the system has primarily revolved around reproducing
the observed tides throughout the system, reproducing the extreme stratifi-
cation in salinity that often exists during storm events, and reproducing the
net flux through Cafio Martin Pefia and Canal Suarez.
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Figure 6-1.  Location of data stations
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Tide Reproduction

As illustrated in Figure 3-6, the tide in San Juan Harbor is mixed, with
the M2 component being the largest. To better illustrate comparisons of
the observed and computed tides throughout the system, comparisons for a
three-day period in July 1995 are shown in Figures 6-2 - 6-6. It can be
seen that the range and phase are reproduced fairly well, with phase errors
on the order of perhaps 30 minutes occurring in some places. Figure 6-7
shows the computed and observed tide at a station in Laguna San José.
The extreme reduction in the tide in Laguna San José as a result of the con-
striction in the eastern end of Martin Pefia Canal and a bridge constriction
in Canal Suarez is clearly illustrated. Obviously, there is little tidal flush-
ing of Laguna San José¢, resulting in the poor water quality observed there.

Table 6-1 shows a comparison of the M2 and O1 computed and
observed harmonic components of the tides at stations in San Juan Bay,
Laguna San José, Laguna La Torrecilla, and Laguna de Pifiones. Phasing
is relative to the tide in San Juan Harbor. The letter R stands for the ratio
of the ranges and L is the lag in phase in hours. It can be seen that the
greatest reduction is in the higher frequency components. This agrees with
the analytical analysis for a simplified co-oscillating system. Generally
the comparison of the computed constituents with those determined from

the observed data is good.
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Figure 6-2.  Comparison of computed and observed tide at S3
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Figure 6-5.  Comparison of computed and observed tide at S9
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Figure 6-6.  Comparison of computed and observed tide at S10
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Figure 6-7.  Comparison of computed and observed tide at S6

Table 6-1.
Comparison of Harmonic Constituents of Tide Relative to

San Juan Bay Tide

M2 o1
Model Data Model Data
Location R L R L R L R L
San José 0.06 3.69 0.06 3.85 0.16 5.42 0.10 6.47
Torrecilla 0.90 0.37 0.81 0.41 0.92 0.64 0.87 0.83
Pifiones 0.12 4.01 0.12 3.67 0.23 6.01 0.23 6.18

Salinity Reproduction

The numerical model was run for the period 1 June - 31 August 1995.
Boundary forcings are presented and discussed in Chapter 3. Although ini-
tial conditions on water-surface elevation and water velocity aren’t too
important since the effect of those initial conditions are flushed from the
system within a few tidal cycles, the specification of the initial salinity
field is much more important. Model stability was fairly sensitive to the
initial salinity prescribed. In previous applications of CH3D, this behavior
has not been observed. To overcome this problem, the model was initiated
with a constant salinity over the entire grid and run for the month of June.
The computed salinity field was then saved and used as the initial salinity
field in all subsequent simulations for the entire three months. This

Chapter 6 Hydrodynamic Model Adjustment and Skill Assessment



procedure yielded an initial salinity field that was close to observed data
and resulted in a stable model.

Figures 6-8 through 6-19 show the ability of the numerical model to
reproduce salinity throughout the system. In most plots, both near-surface
salinity (layer 30) and near-bottom (layers less than 30) are shown. How-
ever, in some locations the depth is so shallow, e.g., Station S6 in Laguna
San José (Figure 6-13), that only near-surface salinity is presented. An
inspection of the salinity plots reveals that the Kennedy data ( Kennedy et.
al. 1996) are the primary salinity data available for skill assessment. Due
to fouling of the long-term meters in the tropical waters of the SIBE
system, most of the salinity data from those meters weren’t useful.

Figure 6-15 which shows a comparison of salinity at Station S8 collected
by a long-term meter with model results is an example. Some salinity data
collected during the 17-19 August short-term survey were of use, e.g., see
Figure 6-11.

During periods of high freshwater inflow, a freshwater lens of 30-60 cm
flows on the surface of some portions of the system, resulting in high
salinity stratification. An example of this occurring can be observed in the
western end of Martin Pefia Canal. Field data show that the surface salin-
ity is reduced to 5-10 ppt with salinity near the bottom being greater than
30 ppt. Figure 6-10 illustrates the model’s ability to reproduce this
extreme stratification after a large freshwater inflow event (relative to
other flows during the study period) that occurred around the 9th of June
(see Figure 3-4 showing the freshwater inflows). Note that the Kennedy
data displayed in the salinity plots labeled near surface (layer 30) were col-
lected at 0.5 m and 1.0 m, whereas the model results correspond to the
middle of the top layer, which varies in thickness with the tide. The
observed extreme stratification is reproduced well in the numerical model
even though each layer in the vertical is 0.91 m thick.
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Figure 6-8.  Comparison of computed and observed salinity at SJB-3
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Figure 6-10. Comparison of computed and observed salinity at PN-1
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a. Near surface

b. Near bottom
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Figure 6-11. Comparison of computed and observed salinity at S4
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a. Near surface STATION (51,50), S5 & R3, & MP-2
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Figure 6-12. Comparison of computed and observed salinity at S5
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Figure 6-13. Comparison of computed and observed salinity at S6

Reproduction of the Exchange Between Canals

An important component of the skill assessment of the model is the
illustration that the model can accurately compute the exchange between
the various lagoons, especially the exchange between San Juan Bay and
Laguna San José and between Laguna La Torrecilla and Laguna San José
since this will have a major impact on water quality computations in
Laguna San José and the viability of various management strategies to
improve flushing. Figures 6-20 through 6-22 show the computed flux at
the eastern end of Martin Pefia Canal, the western end of Canal Suarez and
between Laguna La Torrecilla and Laguna de Pifioness. Total flux volumes
in cubic meters for the entire three months have been computed and are

shown on the plots. The net flux through Cafo Martin Pefa is about 1/4 of
that through Canal Suarez and is directed toward San Juan Bay, whereas
the flux through Canal Suarez is directed toward Torrecilla. The net flux
through the Torrecilla - Pifiones canal is directly into Torrecilla. These
fluxes, of course, represent the sum of the net freshwater inflows into the
various lagoons minus the volume of water evaporated. An evaporation
rate of 82 in./yr was assumed in the computations.

The bounds on flux determined from a USGS survey (Ellis et. al. 1976)
over one tidal cycle in 1974 are superimposed on the plots. It can be seen
that the computed bounds in Canal Sudrez and the Torrecilla - Pifiones
canal agree with the USGS data quite well. The bounds on the computed
flux through Martin Pefia Canal don’t agree as well, but conditions in the
eastern end of Martin Pefa are different from those that existed in 1974.
Significant sedimentation and the disposal of debris has occurred in this
part of the system since 1974, resulting in the eastern end of Cafio Martin
Pefia becoming clogged. As a result, special model adjustments were nec-
essary as discussed in the next section.
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a. Near surface STATION (88,38), SC-1
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b. Near bottom STATION (88,38), SC-1
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